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Thinking About the ‘Mind’
in Digital Humanities:
Apple, Turing and Lovelace

Claire Clivaz, Swiss Institute of Bioinformatics (Lausanne, CH)

The mind is its own place, and in itself
Can make a Heaven of Hell, a Hell of Heaven.
John Milton, Paradise Lost, Book |, |. 233-234

Abstract

This article introduces an underestimated concept in Digital Humanities emergence history: the
mind. Following Milad Doueihi suggestion, it revisits Alan Turing article (1950) as a milestone
in the DH genealogy. The mind appears here as the key-concept, at stake in the confrontation
of Turing with Ada Lovelace. The article demonstrates that the mind has to be considered in
connection with the brain, the spirit and the ‘unthought’ (see Katherine Hayles and Nathalie
Sarraute). The mind appears at the end of the inquiry as a place to keep together the physical
brain and the poetical dimension, illustrated by the spirit. An example of the perception of the
Apple logo, presented in Introduction and Conclusion, underlines that unthought elements are
always present in a cultural context.

Keywords:

Mind, Alain Turing, gender, Apple logo, Digital Humanities history.

1. Introduction: What do you have in mind?

What do you have in mind when you say “apple”? Maybe the fruit you are eating regularly,
but maybe also the Apple logo you see many times per day on a smartphone, computer,
on your own things or in advertising. Indeed, if we google “Apple”, the computing logo
arrives before a real fruit, and ranks second in case of the free search engine Qwanta.

But in a surprising way, even if the Apple logo tends to be so clearly present in our
culture, the historian Stephen Greenblatt does not devote a line to it in his detailed
inquiry about the reception of the myth of Adam and Eve (Greenblatt, 2017). The fruit,
and its interpretation as an “apple” is thus carefully discussed in his study. Greenblatt
reminds us that the hiblical text does not mention an “apple”, but a fruit (16), present
in the entire history of its reception (see especially 128, 129, 137), with interesting
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interpretations such as the fatal fruit symbolizing private property as proposed by
Reformer Gerrard Winstanley at the 17th century (195, 357). But one cannot find in this
monograph a single word about the Apple computer entreprise and its logo with a bite,
not even in a footnote.

Greenblatt explains, of course, that “over the centuries there have been innumerable
interpretations of the story of Adam and Eve. Many of the most influential interpretations
figure in this book. But it is impossible to convey the full richness, variety, cunning, and
on occasion wildness of the vast archive that has accumulated and that continues to
grow” (303). Nevertheless, the fact that the computing Apple did not find an evocation in
this book remains a kind of a “cultural blind spot”. Passing from the printed culture to the
digital one, similar dichotomies between the form and the content happen regularly, as
for example our way to speak about “dematerialization” for what is digital (Clivaz, 2016). |
first introduced this phenomenon in my overview article on digital culture (Clivaz, 2012, 32).
Each time it happens, it means an opportunity to go deeper in senses and significations.

That’s the case for the Apple logo. This article will focus on the dimension that is at
stake when one draws attention to the logo Apple symbol, leaving all the potential of
this logo for other opportunities. The chosen point is the mind, and its impact in the
emergence and definition of what one call digital humanities. Indeed the word “mind” is
present in the very first version of the Apple logo, drawn by Ronald Gerald Wayne, the
third co-founder of Apple, and briefly used for one year (Linzmayer, 2004, 6). This logo
represents Isaac Newton, sitting down under an apple tree, with an apple in a circle
of light and a verse of poet William Wordsworth: “Newton... a mind for ever voyaging
through strange seas of thought, alone” (Wordsworth, 1805, L. 62-63). In quite a long
poem of Wordsworth, the “spirit” is also evoked: “My spirit was up, my thoughts were
full of hope” (Wordsworth, 1805, . 18). And also what cannot or has not been thought:
“I was obedient as a lute that waits upon the touches of the wind. Unknown, unthought
of, yet | was most rich. | had a world about me, ‘twas my own” (Wordsworth, 1805, L.
138-140; my italics).

The notion of the mind has been present since the beginning of the Apple adventure,
in its first logo. One can also find it in Hebrew or German translations of the English
expression ‘digital humanities” ruach digitalit (digital spirit, in Hebrew); in German:
“die digitalen Geisteswissenschaften”; one speaks also about “der digitale Geist”. Each
language considers this lexical field differently: French and German have only one word
for “mind” and “spirit” (esprit and Geist). We face here a subtle linguistic point that could
lead to further deep inquiries. In the framework of this article, we will begin to question
the idea of the “mind” in the digital humanities, with our attention drawn to this concept
by the first Apple logo.

In section 2, we will consider the necessity to adopt different points of view to visit the
history of the emergence of the digital humanities, and propose to start with the famous




Alan Turing’s article “Computing Machinery and Intelligence” (1950), focused on the
mind. Section 3 will discuss this complicated text, keeping attention to the question of
the mind. Meanwhile, we will consider the question of gender as an additional element,
since Ada Lovelace plays an important role in Turing’s article. After having enlarged the
notion of mind by situating it in the triad mind-brain-spirit (section 4), the conclusion will
come back to our starting point : the Apple logo.

2. Revisiting the emergence of the digital humanities

It is always useful to keep in mind the Plato’s adage about “taking once again a fresh
starting point suitable to the matter” (Plato, Timaeus 48b). It sounds particularly ade-
quate when looking at diverse ways to choose a starting point to narrate the history of
the digital humanities. Busa’s visit to the IBM president in 1949 is often seen emblem-
atic. In a recent article, Domenico Fiormonte affirms that there is no doubt that “Busa’s
undertaking founded the discipline of the Humanities Computing (although years later
it was renamed Digital Humanities), but above all it laid the groundwork for a profound
epistemological and cultural transformation” (Fiormonte, 2017, 30). But this starting
point, even if evident for so many of us and for so many reasons, can be questioned. It is
indeed situated in a specific context.

As | pointed in a previous article (Clivaz, 2017), Steven E. Jones’ clever monograph about
Busa demonstrates that “IBM’s interests in 1949-1952 surely included shoring up post-
war diplomatic relations with the Vatican, Italy, and Europe as a whole just at the advent
of its World Trade Corporation” (Jones, 2016, 97). Conscious of this commercial context,
Busa asks in a private letter written in 1960 if the cooperation between a businessman
and a priest is blessed by God, and concludes yes, referring to an unidentified biblical
verse. As Jones narrates:

After discussing machinery and an upcoming conference in TUbingen, Father Busa closed
by reporting that the work of the Center (CAAL) continued ‘at full speed’, and then posed
a question : ‘Do you think will God praise this co-operation of a high businessman with a
priest ? | guess yes, for in the Bible He said that the business can, if we want, lead people
to find Him each day’. A copy of the letter was sent to Paul Tasman with a typed note
attached (probably written by an assistant to Mr. Watson) that joked, ‘Mr. Tasman, As a
Bible student | wonder where Father Busa finds such a statement ??? Kay M. | leave the
biblical question to the theologians, but the very fact that Busa posed the question (then
answered it so quickly) indicates that he recognized in 1960 that it was debatable and might
be controversial, the cooperation and alliance between the businessman and the priest, the
technology corporation and the academic (and Jesuit) research project (Jones, 2016, 97).

This lengthy paragraph exactly outlines the controversies around a genealogical interpre-
tation of Busa as the “DH father”. Another important name in the pre-DHers generation is
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Tito Orlandi, also an Italian. Julian Nyhan and Andrew Flinn, in their thoroughgoing inquiry
in the DH oral history, have been able to shed light on informal but nevertheless decisive
moments, such as this one : “Tito Orlandi recounts that his earliest memory of a computer
dates to the 1950s when he saw an IBM machine in the window of an IBM shop in Milan.
Around 1960, together with his PhD supervisor Ignazio Cazzaniga, he engaged in some
brief exploratory work to see what role punched card technology might play in the making
of a critical edition of Augustine’s City of God” (Nyhan and Flinn, 2016, 75). In the reception
history, Aquinas won over Augustine: in a similar way, Busa Aquinas electronic index has
overcome Ellison electronic biblical index in the traditional memory of the DH emergence
(Jones, 2016, 14). But it is time to open our memories to diverse remembrances.

Looking at progressive diversification of our perception of recent history, | was inspired
by Milad Doueihi to consider Alan Turing’s article “Computing Machinery and Intelli-
gence” (1950). Indeed, the French thinker suggested to start DH history with Turing’s
article in 2014 (Doueihi, 2014, 8-9). Turing is at the same time a central scientific figure,
and, socially speaking, a marginalized figure from the 1950s UK, calling to include the
mind into consideration. Indeed, “Computing Machinery and Intelligence” starts in this
way: “| propose to consider the question, ‘Can machines think?". This should begin with
definitions of the meaning of the terms ‘machine’ and ‘think’ (Turing, 1950, 433). Let’s
see what happens to this question.

3. Alan Turing, the mind and Ada Lovelace

This important article on computing and epistemology was published in Mind, a journal
funded in 1876 with a high prestige as a philosophy journal from the 50s; it was progres-
sively open to diverse subjects areas. By submitting his article to the journal, Turing
gave it an impressive interdisciplinary impact, a strong focus that he will keep through
all his life, working ultimately on patterns in biology.

The machine that he is analyzing is the “digital computer”, an expression that sounds
redundant to our ears, but not in the 50s. The first written trace we have of the English
words ‘digital’ and ‘computer’ combined in a single phrase as opposed to an analogue
computer, goes back to a 1942 scientific report by George Robert Stibitz (Williams, 1984,
310). In “Computing Machinery”, Turing writes, assessing the impact of the digital com-
puter: “the present interest in ‘thinking machines’ has been aroused by a particular kind
of machine, usually called an ‘electronic computer’ or ‘digital computer’. Following this
suggestion we only permit digital computers to take part in our game” (Turing, 1950,
436). He describes an ideal digital computer as a ‘human computer”:

The idea behind digital computers may be explained by saying that these machines are
intended to carry out any operations which could be done by a human computer. The
human computer is supposed to be following fixed rules; he has no authority to deviate




from them in any detail. We may suppose that these rules are supplied in a book, which
is altered whenever he is put on to a new job. He has also an unlimited supply of paper
on which he does his calculations. He may also do his multiplications and additions on a
‘desk machine’, but this is not important (Turing, 1950, 436).

To open the possibility for this machine — described as a human computer - to really think,
Turing explains that a random element should be added to it (438). Random element and
‘free will” are the necessary elements to go in the direction of letting it ‘think’. It is his way
to counter the strongest of the six objections towards the idea that a machine could think.
The strongest objection was raised by Ada Lovelace (Ambramson, 2008, 157). As Turing
summarizes it: “Our most detailed information of Babbage’s Analytical Engine comes
from a memoir by Lady Lovelace (1842). In it she states, ‘The Analytical Engine has no
pretensions to originate anything. It can do whatever we know how to order it to perform’
(her italics)” (Turing, 1950, 447). Valeria Aurora pointed out, in defense of Ada Lovelace,
that Turing misread her, while she was defending the same point of view as Turing (Aurora,
2016, 232-233). As far as | have been able to verify it, Turing does not seem to refer to
Lovelace’s work itself but to Douglas Hartree’s work (Turing, 1951, 2). Turing wrestles with
what he considers “Lovelace’s objection”. To overcome this point, he develops two main
arguments, and the first one is the random element idea, which leads him to speaking
about digital computers in an anthropomorphic fashion (see sentence in italics):

A better variant of the objection says that a machine can never ‘take us by surprise’.
This statement is a more direct challenge and can be met directly. Machines take me by
surprise with great frequency. This is largely because | do not do sufficient calculation to
decide what to expect them to do, or rather because, although | do a calculation, I do it in
a hurried, slipshod fashion, taking risks. (Turing, 1950, 448)

To concede or recognize that the machine has the possibility to originate something, is a
surprise for the human, Turing has to put in balance the moments where his own human
mind is somehow inefficient : “because | do not do sufficient calculation... or | do it in a
hurried fashion, taking risks”. This breaking point in Turing’s argumentation is fascinat-
ing : it recognizes an implicit concurrency between the human mind and computational
potential, something that has become today explicit and everyday is growing up. In the
fifties, Turing is already hoping for our present computing developments. Coming back
at the end of the text to Lovelace’s objection — the one which means the most to him —,
he gives the future as the horizon to give her a full answer one day: “Let us return for a
moment to Lady Lovelace’s objection, which stated that the machine can only do what
we tell it to do (452). [...] The only really satisfactory support that can be given for the
view expressed will be that provided by waiting for the end of the century and then doing
the experiment described” (Turing, 1950, 455).

The second argument that Turing opposes to Lovelace objection’s is the brain, or a pure
mechanical perception of the mind, that he simply put in as synonymous of the mind :




“In considering the functions of the mind or the brain, we find certain operations which
we can explain in purely mechanical terms. This we say does not correspond to the real
mind: it is a sort of skin, which we must strip off if we are to find the real mind. But then
in what remains we find a further skin to be stripped off, and so on. Proceeding in this
way do we ever come to the “real” mind, or do we eventually come to the skin, which has
nothing in it? In the latter case the whole mind is mechanical” (Turing, 1950, 454-455).

Should we speak here about Turing’s demystification of an old Western concept of
‘mind’? Almost seventy years later, it has at last become evident that ‘brain’ is a word
really more challenging for scholars than ‘mind’, especially if we consider the huge
European flagship Humain Brain Project. Turing’s proposal could, after all, sound simpler
compared to the one used today: let’s consider simply the skin, as it is, without other
dimensions implied. Starting on this base, making the digital computer similar to a
mechanical human brain does not sound so impossible, if we add the random element
recommended by Turing.

| do not claim | would like to oppose this point of view. My attempt is to emphasize an
important missing word or concept in Turing’s essay about the mind: the spirit. As we
have seen, English separates the meanings unified in similar words in German or French.
It is not surprising that Turing does not consider this concept in his article, since his
favorite option, to resist the main objection by Lovelace, is to compare the mind to the
physical brain. What is missing in a text seems to matter. Section 2 introduced the spirit
in Wordsworth’s poem: “My spirit was up, my thoughts were full of hope”. In the Judeo-
Christian tradition, the spirit has a long gender pre-history: it is female in Hebrew and in
the biblical Old Testament or Hebrew Bible (rouach); it is neutral in Greek and in the New
Testament of the Christian Bible (pneuma). Only Latin turned it into a male word (spiri-
tus). The spirit represents a flexible and open element in the Christian trinity, or even a
female one in the Hebrew Bible.

If Turing does not speak about the spirit, it is worth to notice that genders are present
in this text, as aside element. At the very beginning, he describes people playing an
‘imitation game’ in this way: “Itis played with three people, a man (A), a woman (B), and an
interrogator (C) who may be of either sex” (Turing, 1950, 433). Further, he assumes that “the
best strategy is to try to provide answers that would naturally be given by a man.[...] One
might for instance insist that the team of engineers should be all of one sex, but this would
not really be satisfactory, for it is probably possible to rear a complete individual from a
single cell of the skin (say) of a man” (435-436). In context of the 50s, such a point of view
in an academic text is surely common and understandable. Nevertheless, the person who
presents a stronger objection to Turing is Ada Lovelace, a woman. A full gender reading of
Turing’s article is something that future scholars will have to do.

One can go a step further by pointing to the absence of the notion of “unthought”,
expressed in Wordsworth’s poem: “| was obedient as a lute that waits upon the
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touches of the wind. Unknown, unthought of, yet | was most rich. | had a world about
me, ‘twas my own ” (Wordsworth, 1805, l. 138-140). This notion is taking an important
place in the DH landscape and it is outlined in the last book of Katherine Hayles,
Unthought. The power of the cognitive nonconscious (2017). Back in 2012, she was
already describing the meaning of the “unthought” using this example : “A woman who
worked on Morse code receiving [...] during World War Il reported that after her intense
experiences there, she heard Morse code everywhere — in traffic noise, bird songs,
and other ambient sounds — with her mind automatically forming the words to which
the sounds putatively corresponded. Although no scientific data exist on the changes
sound receiving made in neural functioning, we may reasonably infer that it brought
about long-lasting changes in brain activation patterns, as this anecdote suggests”
(Hayles, 2012, 127-128; my italics).

Is such an example taking us back from the “spirit” to the brain, as described by Turing?
We stand here in fact at a subtle crossroad between the nonconscious, the unthought,
the materiality and the poetics. We realize it by reading a poetical description of the
unthought, written by Nathalie Sarraute, a French author, born in lvanovo-Voznessensk
in 1900, and dead in Paris in 1999. In her book Tropism, she describes in a narrative way
how we are affected by the “unthought”; she describes the unconscious movements
of the brain, of our emotions: “These movements, of which we are hardly cognizant,
slip through us on the frontiers of consciousness in the form of indefinable, extremely
rapid sensations. They hide behind our gestures, beneath the words we speak and the
feelings we manifest, all of which we are aware of experiencing, and are able to define.
They seemed, and still seem to me to constitute the secret source of our existence, in
what might be called its nascent state” (Sarraute, The Age of Suspicion, 1956; engl.
Tribout-Joseph, 2008, 13). Sarraute comments here on the literary and poetic effect she
developed in Tropismes (first published in 1931).

It is probably crucial to notice that Sarraute uses a literary example in 1931 and 1956
to demonstrate what we are now beginning to describe physically as a phenomenon
happening in our brain. These two aspects should not be separated. The ‘mind’ is
eminently at stake when we enact our capacity to relate the poetic dimension and
physical brain in order to represent the reality to ourselves. The ‘spirit’, beyond its
theological flavor, belongs to the poetical sphere, and triggers a long tradition of our
capacity to express the ‘unthought’, as shown in this passage from Paul of Tarsus: “In
the same way, the Spirit helps us in our weakness. We do not know what we ought to
pray for, but the Spirit himself intercedes for us through wordless groans” (Rm 8,26).
Wordless groans of the spirit and unthought of the mind lead to situate our perception
of the brain in a cultural framework.

In summary, | would say that the mind that becomes conscious of its debt to the brain
stays in touch with its spiritual part, as long as it produces poetical expressions,
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seeking the ‘unthought’. We can notice that placing the ‘unthought’ below the rational
line of argumentation, Turing’s article also shows implicit dimensions, such as the one
of gender. To follow Milad Doueihi’s suggestion — to begin a DH history with Turing’s
article - means to give voice to Turing and Lovelace, a man and a woman, two people
who have not been at the center of the stage in their contemporary societies for gender
or sexual orientation issues. It is a fascinating place to start a DH history and reconfigure
the notion of ‘mind’ from Turing’s ‘imitation game’ to the cognitive unthought introduced
by Hayles. If now we come back to our starting question — the Apple logo -, we face
Turing’ questions and gender questions in the quest for the origin of the logo that is so
emblematic of the digital culture.

4. Conclusion : the Apple logo

Where does the Apple logo come from? What does a bitten apple mean, first colored,
then in grey or metal color? Such a question is raised in the academic movie Le modele
Turing produced by Catherine Bernstein in 2012. The French philosopher Michel Serres
claims in the film that the bitten apple in the logo refers to the dramatic story about
Turing’s death. Turing is supposed to have committed suicide by eating a poisoned apple:
“ce logo, c’est toujours la pomme de Turing, il N’y a aucun doute la-dessus”; “this logo
is always the Turing apple, there is no doubt about that” (Bernstein, 2012, minute 26,
21-24). Before that, Serres explains that he agrees with a dramatic story about Turing’s
sucide : “| belive it is true” (Bernstein, 2012, minute 25, 18-27).

| am much obliged to the Pommier publisher for an opportunity to ask Michel Serres if he
had any evidence confirming the origin of the Apple logo. In fact, it was just an oral story
heard from several colleagues in the Silicon Valley. lan Watson (2012) clarifies the story.
He explains that Stephen Fry, a BBC presenter, speaks in a BBC program about Steve
Jobs, Apple founder, denying the fact that the Turing apple was the origin for the logo: “It
isn’t true, but God we wish it were!”. Watson comments: “Whenever | see the Apple logo |
remember Turing, for without his discoveries Apple’s products would not exist” (Watson,
2012, 85). Additional evidence on the topic was produced by Wozniak, Apple co-founder
who said in 2004 that he never asked Jobs about the origin of the apple choice: “Steve
Jobs had just come back from one of his trips and we were driving along he said ‘I've got
agreat name: Apple Computer’. Maybe he worked in apple trees. | didn’t even ask. Maybe
it had some other meaning to him” (Linzmayer, 2004, 5). There is nothing on Turing’s
story Linzmayer’s book written in 2004. Apparently, the phrase emerged later.

The link to Turing did not relate to the original choice of an apple in the Apple logo. In-
deed, we have seen the Newton apple — without a hite — in the very first version of the
logo drawn by Wayne, in section 1. According to graphic designer Rob Janoff, “the ‘bite’
in the Apple logo was originally implemented so that people would know that it repre-
sented an apple, and not a cherry tomato”, as a second step (Think Marketing, 2012).
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Nevertheless, Watson comment shows that the “Turing interpretation” of the Apple
logo is now strongly embedded as an interpretation effect in the perception of the logo
history. It will surely be successful, since the LGTB rights have now really progressed:
the interpretation is emblematic in this case.

In summary, one can say that the choice of an apple, combined with a powerful verse
from Wordsworth, was very successful for Apple Compagny. As Jean-Louis Gasseée, for-
mer Apple executive and founder of BeOS, explains: “One of the deep mysteries to me
is our logo, the symbol of lust and knowledge, hitten into, all crossed with the colors
of the rainbow in the wrong order. You couldn’t dream a more appropriate logo: lust,
knowledge, hope and anarchy” (Think Marketing, 2012). The apple of Adam and Eve al-
ready had all these symbolic dimensions. It remains an ambiguous fruit that we contem-
plate about each time we open our Apple computer or use our iPhone, a kind of digital
pharmakon. Corrupted or safe, entire or bitten, poisoned or tasty, the apple is the same
fruit. Humans transform it according to their responsibility and sense of duty. It was the
opinion of Augustin, a philosopher and Christian writer, from the 5" century: “The apples
of the fatal tree were the same kind as the apples Adam and Eve had already found to
be harmless on other trees” (Augustin, On Genesis; quoted by Greenblatt, 2017, 343,
footnote 113). Our minds have a difficult duty to distinguish between them.
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Visual representations as models
of the past

@yvind Eide

Introduction

In this paper some examples of documentation activities connected to an archaeological
excavation which took place in 1904 will be analysed. The focus will be a set of objects
connected to the so-called Oseberg ship, contextualised within the study of modelling
practices in the humanities (Ciula and Marras 2016; Ciula and Eide 2017). As the objects
take actively part in the relational process of several modelling efforts, its identity
and properties are affected by the specificity of each modelling process, madified by
the context of production and use of modelling processes. The insights that models
bring around a specific phenomena can be of different nature: from practical evidence
for how an excavation site was organised to evidence based scholarly knowledge about
the Viking societies in Scandinavia and their production and use of material culture. The
aim of this study is to use the documentation material as a case study which shows in
practice how different modelling approaches operate in relation both to their contexts of
production and use as well as in relation to each other.

Finding Oseberg

In August 1903 the farmer Oskar Rom visited Professor Gabriel Gustafson in Oslo. While
digging in a burial mound on his property he had found parts of an old ship. Professor
Gustafson immediately arranged to visit the farm Lille Oseberg a few hours’ travel
outside Oslo and started his investigations. The excavations themselves took place in
the summer of 1904 and sparked significant public interest, not the least due to the
national sentiment at this specific time in history — Norway became independent from
Sweden in 1905. Professor Gustafson was not only director of the Oslo museum for
antiquities but also Swedish. The Oseberg excavation had far-reaching consequences
and was important in the process that led to the establishment of a Norwegian law for
protection of cultural heritage'.

The Oseberg ship was in fact the grave of two women who died in 834 CE. Who they were
and how they were related remains a mystery. They were equipped with a significant
treasure for their travel to the afterland: not only a highly decorated ship made for 30

! The law was passed in 1905 under the title “Law on conservation and protection of remains from the past”
(Norge 1905. All translations by the author).
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oarsmen but also animals (horses, dogs, and cows), clothes including silk, equipment
of various types, sleights, a cart, beds, and tents. The ship itself was broken to pieces
but most of the wood still remained - as of today more than 90% of the wood in the
reconstructed ship is original. The preparation and restoration of the ship and the other
major finds lasted for more than 20 years. The excavation itself took place in less than
three months; yet it was an impressively professional scholarly undertaking for its time,
as will be discussed further below.

Physical reconstruction as a modelling process

While the excavation and its advanced level of documentation give clear indications of
the form of the Oseberg ship, it was still not a straightforward process to re-create a
ship based on the state the remains were in in 1904. “To reconstruct is here a process,
that through re-building and construction leads to a reconstruction, which is a term for
the final product™. While this specific ship is closer to the original than what is often the
case in comparable reconstructions due to the high percentage of original wood it is still
not correct to call it a restoration. Paasche calls for use of the word pair reconstruction/
construction. Such a reconstruction is similar to a modelling process in that the
reconstruction was based on implicit and explicit models of how ships were constructed
in The Viking Age held by the experts involved in the process. So while the reconstruction
is a process of translation from artefact remains to artefact it also includes aspects of a
process of translation from model to artefact (Eide and Eide, 2016).

This is common for many of the modelling processes we study. They are processes of
modelling, but not only one type of modelling— other perspectives highlight other aspects.
The process does not include distinguishable modelling and reconstruction parts, both
aspects are rather present at the same time. The distinction is analytical. Indeed, one
of the important understandings, namely, that the ship was fit for coastal sailing only
and would not handle open sea, that it was made for ceremonial purposes only, may be
based more on how the reconstruction was done than the actual evidence found during
the excavation. We will come back to how later modelling experiments (simulations)
strengthened another theory that was originally based on dendrochronology?, namely,
that the ship was built in Western Norway and sailed the open sea around the coast to
the Oslo fjord.

This is not the place to discuss changes in scholarly paradigms in any detail. It is still
useful to make the general point that in all studies of cultures we face an unsolvable
paradox: in order to do sound scholarly work on a culture we need to know as much as

' A rekonstruere er her en prosess, som gjennom gjenoppbygging og konstruksjon farer fram til en
rekonstruksjon som er betegnelse pa det ferdige produkt" (Paasche 2010: 62).

2 Dendrochronology is a method through which the growth rings in wood is used to place the felling of the
trees the wood is take from, at best, to a specific year in a specific geographical area.
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possible about it, but knowing a culture there is a risk that we adjust new information
to fit our previously established views. Professor Gustafson worked on the excavation
with a large team, both at the excavation site and in the museum taking care of the
findings and the documentation coming in. They would all have more or less scholarly
and experience based models of what they were unearthing. Many of them would know
boats of a comparable type as the Oseberg ship, as the Norwegian boat building tradition
in the nineteenth century was a continuation of medieval traditions, although it was a
long time since these techniques had been used for anything of the size of a Viking ship
built for open sea.

Such paradoxes are solved in partly different ways in different disciplines. In archaeology
this problem is intensified by the fact that the objects of study in many cases are taken
out of context, sometimes even damaged or destroyed. Nobody can ever investigate the
site of the Oseberg ship again seeing anything comparable to what the team saw in the
summer months of 1904 - the site as it was is gone forever. The only solution is to record
as much as possible of what is seen in order to create a level of reproducibility, given
limitations in resources, methods, and skills.

Plans, figures, geometry — and text

Fig. 1 shows the Oseberg ship as it is usually seen. Its visual form, together with those of
a few other ships, has embodied the icon of the Viking age for generations of fascinated
visitors to the museums. While the period from 800 to 1050 was multi faceted and trade
was an important part of the interaction between the Nordic Countries and other parts
of Europe, the Middle East and Central Asia, the act of going Viking was violent. Yet, the
beauty of the Viking ships, the efficiency, flexibility, and forcefulness of their lines show
a highly sophisticated boat building tradition which in important ways was far beyond
anything made by their opponents in the rest of Europe, the Middle East, and Central
Asia. Those lines form part of a collective image of the Viking age.

Yet, by looking at Fig. 2 one can clearly see that what was found during the Oseberg
excavation gave quite a different impression. This is nothing new, of course. The fact
that the ship one can see today is a reconstruction is well known, as is the state of the
object when it was found. Yet, if an image says more than a thousand words then an
object says more than a thousand images. Most of us believe what we see. And indeed,
as pointed out above, most of the wood in the ship comes from the ship found during the
excavation. Itis old. It is real.

The stories told about Oseberg say much more than the objects in the museum. The ship
as a physical form is but one aspect of the materiality of those stories. By studying the
documentation from the excavation one can not only see where things were but also
deduce many aspects of what happened at the time of the burial. The artefacts and
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Fig. 1. The Oseberg ship in the Viking Ship Museum. The Museum of Cultural History,
University of Oslo / Eirik Irgens Johnsen

Fig. 2. Excavation of the Oseberg ship in 1904. Museum of Cultural History,
University of Oslo / Olaf Veering




the context are used to create models of the past. The excavation also created models
at other levels. One level entails the adjustments of mental models already held by
the excavators. Further to that, all available recording media were used to document
what was found. Indeed, creating lasting models is a process of mediation. All models,
and parts of models, are media products. They are in themselves, separately, models,
resulting from modelling processes. They are also the building blocks of larger, more
complex models. The models of the whole site. The models of the events taking part in
the 9th century. The models of the Viking society.

Oseberg is just one grave, with two dead persons, a small sample indeed. However, just
the fact that these two are women has contributed in shaping our models of what the
Scandinavian societies at the time were like. Oseberg took part in forming both the self
understanding and external views on Scandinavia, also in smaller and more mundane
ways, such as the use of Oseberg motives on stamps. The models of the finds and the
theories of the past societies became models for a general view on the Viking society,
models with significant political power. The political potential was not only taken out
in the years around independence in 1905 but has also been used by quite different
ideologies including the nazi government during the German occupation in 1940-45.

The main means of visual documentation at the time were black and white photography,
paintings, drawings, and sketches. The textual is present partly as additional information
on the drawings, partly as longer texts. Often these media forms complement each other.
Fig. 3 and 4 show a photography and a sketch of the remains of a horse, illustrating
clearly how the information is different and complementary. It also shows an example
of how the sketches often include textual information. All these three media types
establish iconic relationships of similarity between themselves and the reality of the

Fig. 3. The Museum of Cultural History, Fig. 4. The Museum of Cultural History,
University of Oslo / Ill 1b. CFO0069/C55000_1. University of Oslo / Ill 1a. CfO0184/01904_
Horse carcasses port in the bow of the ship hesteskjelett. Copy of plan over skeletons

(horse) port in the bow of the ship
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excavation pit but it is done in different ways (Ciula and Eide 2017). The photographies
have image like iconic relationships established through the indexical process of
analogue photography, showing also some structural relationships. The sketches and
drawings also establish image like relationships to the modelled reality, but goes further
in expressing also structural similarity. The textual annotations clarify structural and
context relationships through the use of the “semiotic freedom” of the written language.

While some types of media objects, such as the results of laser scans, are usually seen as
models, photograps and sketches are often described in other words. But such graphical
forms in the context of archaeological documentation are clearly models (Nakoinz
forthcoming). By observing a diagram one can establish new knowledge through
iconographic reasoning (Ljungberg forthcoming). The concept of modelling describes a
process in which media products, such as images or drawings, are created and a model
relationship between the media product and something external is established. The
photograph and the drawing are models of the remains of the horse. However, the two
media types, similar as they are, still opens up for different types of use, they afford
different types of engagement. The photograph gives a clearer image of how things
looked during the excavation, where the drawing clarifies the elements of the skeleton
and how they relate both to the anatomy of the horse in general and the specific object
in the museum. The materiality of the documents is also important: once scanned and
available on a computer types of deformance such as zooming and filtering becomes
available in a different way from how comparable operations can be performed on a film
or a paper copy. We will see below how other types of models afford yet other types of
engagement.

The process of creating these documents can also be described as a mediation process
where the process establishes a media product based on a human created artefact,
namely, the Killed horse (Eide 2015: 195-8)". These are two ways to describe the
same process, coming out of two different scholarly traditions. Thus, both modelling
and mediation are connected to the same process, the difference between them is our
perspective on and understanding of the process, rather than the process itself?.

The process of reconstructing the ships and the other objects found during the
excavation were not processes of direct causality. There were no manuals in the graves
for how to build the ships — it was neither a Lego project nor an IKEA set of instructions.
The pre-knowledge, the mental models held from before 1904, were parts of the basis
for the reconstruction. However, the semiotically rich models created as parts of the
excavation made what could have been a highly speculative activity into a scholarly
evidence-based process. Not a perfect one — as we point out repeatedly aspects of the

' “Human created” here means that humans killed the horse in a cultural setting. It does not imply that no
other forces took part in the process of transforming the dead horse into what was found in 1904.

2 This is a simplification as our understanding is also an undividable part of such processes. However, this
would opens for a complexity which it would be beside the point to explore here.
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reconstructions are questionable — but still one based on solid scholarly evidence. A
large number of mediated models were there, and are still there for those who want to
understand better the context of the Oseberg excavation, the objects found there, and
the history of the restorations and reconstructions.

Prescriptive modelling

Det Norske Veritas is a classification, verification, and risk assessment company with
a strong focus on shipping." This company was hired to write a report evaluating the
sustainability of the Oseberg ship. The work included assessment of the current situation,
evaluation of the support pillars and possible fracture in the wood, and proposals for
how to move the ship which, at the time of the writing of the report in 2005, was under
discussion (DNV 2005: 8).

The strength model of the ship they developed is based on input from different sources,
including 3D scans, manual survey of damage, and testing of material properties. The
strength model is also called a calculation model, which highlights it dynamic aspects.
This model is created as an element model consisting of a large number of elements
with independent connections between them and is used to evaluate the current stress
situation and make prescriptions for the future, both linked to better support and to a
possible moving of the ship (ibid.). The main aim is to create a model which can not only
prescribe what will happen, but also decrease the risk of negative events if the ship is
moved:

The calculation model has been used to analyse a few examples of accidents and the
extent of undesired events in connection with a potential move. It is demonstrated
how such calculations can be used to establish requirements about handling the ship,
supporting the ship and dimensioning the transport frame (ibid: 3).

The report aims at reducing future risks also for the ship in its current location through
the analysis of possible extensions of the support frames. So we see an example of
prescriptive modelling, but not to test hypotheses (e.g., how much a Viking ship can take
before it breaks) but rather to influence the future. Through presenting decision makers
with hypothetical scenario based on the strength model of the ship they are expected
to make better decisions, hopefully combining their aims (keeping the ship available to
the public, possibly moving it) with a highest possible likelihood that it is not damaged.
Modelling in this sense is similar in aims to climate modelling and some of the modelling
found in political science and conflict studies. The model does not strictly speaking give
any information about the future, but can be used for simulated hypothesis testing,

' In 2013 Veritas merged with Germanischer Lloyd, forming the new company DNV GL. As we describe earlier

events we will refer to the company as “Veritas”.



evaluating the consequences of different assumptions as to the degradation of the
material.

The level of detail in the model is in line with the accuracy of the collected data. The
model itself is constructed as elements connected to neighbouring elements, all of
them having material properties as we saw above. The geometry structuring the model
comes from the digital results of the 3D scanning of the ship. Yet, the object being
modelled in the strength model is not just the ship. The materiality of the model is a
flexible deformable computer stored object. The active use in the simulations is indeed
intimately connected to the ship but the main purpose is to create models of future
events. To clarify how the dynamic aspects work some more detail will be given.

For the moving of the ship, two different types of unwanted events were identified.
First, accidents that should not happen and can be prevented through strict procedures.
Second, unwanted events which are to some extent inevitable, as one has to handle
the ship in order to move it. The aim is to plan for avoiding the first type and minimise
the consequences of the second type. The concrete examples of events described
are not necessarily the most likely ones to happen; the aim is rather to show how the
model can be used to provide realistic hypotheses for changes in tension. This includes
identifying how the likelihood for breaches is changed through changing parameters
such as support or level of strain. Thus, this work provides tools for further simulations
rather than “OK or not” checklists. The calculation of the likelihood for a breach is called
“Fiction” (ibid: 34) not because it is not well founded but because the result is rather a
reference point than an absolute value'.

Although truthfulness is an important part of modelling, all models are to be evaluated
based on their usefulness — never being identical to the modelled object they are never
true in a strict sense. Thus, given no catastrophe happens, the quality of the Veritas
modelling can only be truly assessed decades from now, as the real assessment of
climate models also has to be made in the future. However, both types of modelling
still have quality assurance methods. The Veritas team was able to make a number
of verifications through using different methods and through references to previous
scholarly work on wood material preservation, cf. the matrix of the relationship between
tension and bending (ibid: C-1).

The report explains in details how one should act in order to safeguard the ships, but it
also explains the background for the advice - to show how they are evidence based but
also to show the uncertainty of the results. It is argued repeatedly that the results are
not accurate, but also, how they are conservative, thus, they work as a “best before”
labelling on food - you may be fine even if going beyond but staying within you are sure,
unless something totally unexpected happens, such as something heavy falling onto
the ship.

T Cf. how the concept of fiction in scientific models is used, see e.g. Suarez (2009).
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New evidence and scale models

The reconstruction of the ship was done at a specific point in time according to the
knowledge and evidence available at the time. What we see as the exhibited ship is
based on one interpretation of what was found in the grave. We have seen above that it
is a scholarly well founded interpretation. However, other well founded reconstructions
could also have been possible.

Traditionally the ship was assumed to be fit only for local travel in the Oslo fjord, and not
able to sail the open seas. This assumption has partly been based on the assumed sailing
capabilities of the ship as it can be seen in the museum. The history of the ship, including
its place of construction, was established based on available evidence, and the historical
modelling of the burial events and their political context has been based on that. Then, in
the 1990s, dendrochronological studies showed that the grave was constructed in 834,
and that the burial chamber in the Oseberg ship was built from regional oak. The same
type of wood was used to repair the ship. The ship itself, however, was built in Western
Norway (Bonde and Stylegar 2009).

Bonde and Stylegar use the new evidence and understanding around the production
of the ship to re-contextualise the burial in political and social settings, suggesting
new interpretations of written continental sources and the relationship between the
areas in today’s Norway and the rulers of what is now Denmark. Here we will explore
another consequence of the dendrochronological results. Given this new evidence the
ship itself, as it can be seen in the museum, could be (and in fact is in the process of
being) questioned. We remember that the reconstruction happened based on evidence —
but as in all such situations, on a limited set of evidence with a certain room for possible
interpretations, a “room of possibilities” (Eide 2015: 178-180). The question has arisen
between curators and scholars if the ship could have been different within a reasonable
room of possibilities? Supported by the building of scale models, recent research points
towards a positive answer.

Experiments conducted in 2008 on a 1:10 scale model of the ship in a ship modelling
tank indicate that it may have had quite good sailing abilities (Lundeby 2014: 3-36).
Building replica of Viking ships from wood is an extremely time and money consuming
process. In addition it is highly skilled work — just making planks using an axe rather
than a saw is quite difficult and takes considerable training. A hand made scale model
can to some extent replace full scale reconstructions. In the modelling tank experiments
only small modifications to the scale models led to quite different results, supporting
the possibility of significantly higher stability at higher speed and under the stress of
higher waves'. Our aim here is not to give evidence for one model rather than the other,

! “Osebergskipet langt mere sjedyktig enn antatt.” Stiftelsen Nytt Osebergskip, news item from July 1

2008. https://tinyurl.com/yc5lz6do (accessed 2018-05-02).
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but rather to show how modelling processes based on quite different methodologies —
archaeological, historical, and engineering — work together to create and support new
hypotheses; not based on newly excavated material but based on new interpretations of
existing artefacts in the museums.

While all the methodologies described above have their limitations they can still help
researchers in evaluation their hypotheses, bringing the research further. It can also,
through testing many different versions of the model, prepare for the construction of
a physical full scale hand made replica by clarifying what the most interesting way
to build it would be. The news item referred to in footnote 17 above is indeed taken
from the webpage of a project aiming for the construction of a new Viking ship. Scale
models can add a level of interactivity which can give researchers, students, and the
interested public a deeper understanding of the ships by showing how they could have
been different and how changing parameters would change them. It can also be used in
simulation experiments to gain new scholarly knowledge of what is through exploring
what could have been.

Conclusion

In this paper a number of different models have been analysed. Their materialities
and modalities are quite different, from flat image surfaces and scans to manipulable
physical and virtual 3D models. While all these models in various ways are spatial they
are also actively used in time. They represent in their different ways both objects and
processes. Their affordances and use vary based on their different materialities. An
image or a sketch in its digitised computer based version can be zoomed, turned around,
and manipulated by more advanced image manipulation methods such as filtering. A
physical scale model has physical attributes that can be tested in an environment, such
as the ship model in a water tank. Similarly a computer based 3D model can be put into
a virtual environment and various hypothetical situations can be simulated.

Many of the oldest models used in this case study were created for a purpose more or less
similar to what we use them for today. Photographs and sketches from the excavation
were digitised more recently and through that process have changed material interface,
but they are generally used to understand and contextualise aspects of the excavation
and the objects found in similar ways as their originally intended use. This is not the
case for the dendrochronological and C14 analyses. The wood was stored in the museum
without modern dating methods in mind. However, it is an aspect of museology that
objects may be exposed to novel methods in the future, so they should be preserved
also when no clear scholarly or pedagogical use can be seen.

Much of the modelling practice we have seen in this article is directly linked to physical
objects and replica thereof. The pictures and drawings were of the remains of the horse
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and other objects from the excavation. We looked at different models of the Oseberg
ship; again images, also digital 3D models and replica. Even the stress model, abstract
as it may be, is a model representing the object.

We have also looked at some models that are linked to more abstract features. We did
discuss the general Viking ship concepts held by those involved in the excavation, and we
have seen how models of Viking society can be modified by new modelling techniques.
Once one creates a specific scholarly/scientific model this model puts various degrees of
limitations on its possible use area. The model affords certain types of use.

However, it is not enough to claim that models are models of objects. There is no straight
forward representation taking place in the modelling activities we have seen. It is rather
a complex activity of re-thinking our conceptualisation of the objects and their role and
meaning in historical as well as modern times. In this perspective we see clearly how
the models also express the world view of their creators in creative tension with what
the objects can tell us. This is clearly shown in the examples of models changing the
understanding of the objects. The objects themselves are not changed, there is nothing
happening in the objects suddenly forcing us to make new models. The change is in our
academic and intellectual and practical world. We think in new ways, and we develop
new methods. This calls for the possibility of new models that can change, often in detail
but sometimes also in larger scale, influencing our understanding of the past and the
present.

In this sense models are not only the physical or virtual objects we interact with. Also
the processes we create as replica of processes in the past. Such performances are part
of modelling practice, they are models. The process of sailing a model ship in a tank is a
model of the process of sailing a Viking ship more than 1000 years ago. In the icon based
model of modelling a similarity can exist between processes, not only between physical
or virtual objects. In our pragmatic iconographic thinking about models this aspect is not
yet explored in the depth it deserves. Deepening our understanding of the dynamism
of modelling linked to historical and model processes is an important target for future
research.
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Abstract

We present analysis of correlations of use of different substances and description of the groups
of drugs with correlated use (correlation pleiades). We found significant differences of personality
profiles for users of different drugs. This is explicitly demonstrated for bensodiazepines, ecstasy,
and heroin.

Introduction

In this paper, we present some results of the interdisciplinary project “Personality traits
and drug consumption”. More detailed report will be published in Springer (Fehrman
et al,, 2018). Some intermediate reports are available online (Fehrman et al., 2015),
presented at the Conference of International Federation of Classification Societies 2015
(IFCS2015, Bologna, Italy) (Fehrman et al., 2017), European Conference on Data Analysis
2015 (ECDA2015, Colchester, UK), and Digital Humanities 2017 (Krasnoyarsk, Russia).

The practical importance of the problem of evaluating an individual’s risk of consuming
and/orabusing drugs cannot be underestimated. One might well ask how this risk depends
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on a universe of possible factors (Hawkins et al., 1992)? The linking of personality traits
to risk of substance use disorder is a classical problem (Kotov et al., 2010).

The data set we collected contains information on the consumption of 18 central nervous
system psychoactive drugs, by 2051 respondents (after cleaning, 1885 participants
remained, male/female = 943/942). The database is available online (Fehrman ® Egan,
2016, Fehrman et al., 2016).

Personality traits

Nowadays, after many years of research and development, psychologists have largely
agreed that the personality traits of the modern Five Factor Model (FFM) constitutes
the most comprehensive and adaptable system for understanding human individual
differences (Costa ® MacCrae, 1992, McCrae ® Costa, 2004). The FFM comprises
Neuroticism (N), Extraversion (E), Openness to Experience (0), Agreeableness (A), and
Conscientiousness (C).

The five traits can be summarized as:

N Neuroticism is a long-term tendency to experience negative emotions such as
nervousness, tension, anxiety and depression (associated adjectives (McCrae ® John,
1992): anxious, self-pitying, tense, touchy, unstable, and worrying);

E Extraversion is manifested in outgoing, warm, active, assertive, talkative, cheerful
characters, often in search of stimulation (associated adjectives: active, assertive,
energetic, enthusiastic, outgoing, and talkative);

0 Openness to experience is ageneral appreciation for art, unusual ideas, and imaginative,
creative, unconventional, and wide interests (associated adjectives: artistic, curious,
imaginative, insightful, original, and wide interest);

A Agreeableness is a dimension of interpersonal relations, characterized by altruism,
trust, modesty, kindness, compassion and cooperativeness (associated adjectives:
appreciative, forgiving, generous, Kind, sympathetic, and trusting);

C Conscientiousness is a tendency to be organized and dependable, strong-willed,
persistent, reliable, and efficient (associated adjectives: efficient, organised, reliable,
responsible, and thorough).

There are several versions of the FFM questionnaire: NEO PI-R with 240 questions
(‘items’), 30 facets, and five domains; the older NEO-FFI with 180 items, etc. A shorter
version of the Revised NEO Personality Inventory (NEO-PI-R), the NEO-Five Factor
Inventory (NEO-FFI), has 60 items (12 per domain and no facet structure) selected from
the original items (Costa ® MacCrae, 1992). This shorter questionnaire was revised
(McCrae R Costa, 2004) after Egan et al. demonstrated that the robustness of the
original version should be improved (Egan et al., 2000). NEO-FFI was designed as a brief
instrument that provides estimates of the factors for use in exploratory research.
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The combination NT, Al, and C! for substance abusers was reported by McCormick et
al. (1998). According to McCormick et al. (1998), the cocaine users were characterized
by higher levels of E and O, whereas polysubstance users were characterized by lower
levelsof Aand C.

We expected that drug usage would be associated with high N, and low A and C. This
combination was observed for various types of psychopathy and deviant behavior, for
example, in analysis of the ‘dark triad’ of personality, Machiavellianism, Narcissism and
Psychopathy (Jakobwitz ® Egan, 2006).

Two additional characteristics of personality are proven to be important for analysis of
substance use, Impulsivity (Imp) and Sensation Seeking (SS):

Imp Impulsivity is defined as a tendency to act without adequate forethought;

SS Sensation Seeking is defined by the search for experiences and feelings, that are
varied, novel, complex and intense, and by the readiness to take risks for the sake of
such experiences.

Relations between personality traits
and drug consumption

There are numerous risk factors for addiction, which are defined as any attribute,
characteristic, or event in the life of an individual that increase the probability of drug
consumption. A number of such attributes are correlated with initial drug use, including
genetic inheritance as well as psychological, social, individual, environmental, and
economic factors (Cleveland et al., 2008).

The important risk factors are likewise associated with a number of personality traits
(Dubey et al., 2010, Bogg ® Roberts, 2004). A number of studies have illustrated that
personality traits are associated with drug consumption. Meta-analysis of associations
between the personality traits and specific depressive, anxiety, and substance use
disorders in adults showed that all diagnostic groups were high on N and low on C (Kotov
et al,, 2010). This analysis involved 175 studies published from 1980 to 2007.

Several study of opioid dependent samples demonstrate high N, low C, and average
O (Brooner et al., 1994, Carter et al., 2001, Korngr ® Nordvik, 2007). There are also
some controversions: Norvegian group of opioid users demonstrated lower E (Korner
R Nordvik, 2007), whereas US groups do not deviate in E from the norm significantly
(Brooner, 1994, Carter et al., 2001). O, A, were observed lower in Norvegian group of drug
dependent patients than in control but for this sample size (65 patients) the difference
is not significant.

It was shown that high SS is associated with increased risk of substance use (Zuckerman
etal., 1972, Liraud ® Verdoux, 2000, Kopstein et al., 2001). Imp has been operationalised
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in many different ways (Evanden, 1999). It was demonstrated that substance use
disorders are strongly associated with high personality trait Imp scores on various
measures (Verdejo-Garcia et al., 2008, Loree et al., 2015). Moreover, Imp score has
significant impact on the treatment of substance use disorders: higher Imp implies lower
success rate (Loree et al., 2015). It is possible that psychosocial and pharamacological
treatments that may decrease Imp will improve substance use treatment outcomes
(Loree et al., 2015).

Impulsivity has been shown to predict aggression and heavy drinking (McMurran et al.,
2002). Poor social problem solving has been identified as a potential mediating variable
between impulsivity and aggression. It is likely that the cognitive and behavioural
features of impulsivity militate against the acquisition of good social problem-solving
skills early in life and that these deficits persist into adulthood, increasing the likelihood
of interpersonal problems.

A model was proposed, which attributes substance use/misuse to four distinct
personality factors: SS, Imp, anxiety sensitivity (AS), and introversion/hopelessness
(I/H). These four factors form a so-called Substance Use Risk Profile Scale (Conrod
et al., 2000). The model was tested on groups of cannabis users (Conrod et al., 2000,
Woicik et al., 2009, Hecimovic et al., 2014). It was demonstrated that SS was positively
associated with expansion motives, Imp was associated with drug availability motives,
AS was associated with conformity motives and I/H was associated with coping motives
for cannabis use (Hecimovic et al., 2014). Therefore, the authors of this model concluded
that four personality risk factors in the model are associated with distinct cannabis use
motives.

The personality trait Imp and laboratory tests of neurobehavioral impulsivity measured
different aspects of general impulsivity phenomenon. Relations between these two
aspects are different in groups of heroin users and amphetamines users (even the sign of
correlations is different) (Vassileva et al., 2014). Very recently, demographic, personality
(Imp, trait psychopathy, aggression, SS), psychiatric (attention deficit hyperactivity
disorder, conduct disorder, antisocial personality disorder, psychopathy, anxiety,
depression), and neurocognitive impulsivity measures (Delay Discounting, Go/No-Go,
Stop Signal, Immediate Memory, Balloon Analogue Risk, Cambridge Gambling, and lowa
Gambling tasks) are used as predictors in a machine-learning algorithm to separate
39 amphetamine mono-dependent, 44 heroin mono-dependent, 58 polysubstance
dependent, and 81 non-substance dependent individuals (Ahn ® Vassileva, 2016).

Two integrative personality dimensions capture important risk factors for substance
use diorder (Krueger et al., 2002):

» Internalizing relates to generalized psychological distress, refers to insufficient
amounts of behavior and is sensitive to a wide range of problems in living (associated
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with overcontrol of emotion, social withdrawal, phobias, symptoms of depression,
anxiety, somatic disorder, traumatic distress, suicide).

« Externalizing refers to acting-out problems that involve excess behavior and is
often more directly associated with behaviors that cause distress for others, and to
self as a consequence (associated with undercontrol of emotion, oppositional defiance,
negativism, aggression, symptoms of attention deficit, hyperactivity, conduct, and other
impulse control disorders).

Empirical results suggested co-occurrence of internalizing and externalizing problems
among substance users (Chan et al., 2008). Nevertheless, the externalizing dimension
differentiated heroin users from alcohol, marijuana, and cocaine users (Hopwood et al.,
2008). Internalizing and externalizing symptoms can be evaluated in FFM (Derefinko ®
Lynam, 2007).

Analysis of the ‘dark triad’ of personality showed that N was positively associated with
psychopathy and Machiavellianism. The dark dimension of personality can be described
in terms of low A, whereas much of the antisocial behaviour in ‘normal’ people appears
underpinned by high N, low A, and low C (Jakobwitz ® Egan, 2006).

The so-called ‘negative urgency’ is the tendency to act rashly when distressed, and is
also characterized by high N, low A, and low C (Settles et al., 2012).

Negative urgency predicted alcohol dependence symptoms in personality disordered
women, drinking problems and smoker status in pre-adolescents, and aggression, risky
sex, illegal drug use, drinking problems, and disordered behavior in college students.

Thus, the hypothesis about the personality profile NT, Al and Cl for drug users has a
reliable background. We validated this hypothesis with our data and found, indeed, that
for some groups of drug users it holds true. For example, for heroin and methadone
users, we found this typical combination. At the same time, we found various deviations
from this profile for other drugs. For example, for groups of recent LSD users (used less
than a year ago, or used less than a month ago, or used less than a week ago), N does
not deviate significantly from the mean but O and C do: OT, Cl. Our findings suggest also
that O is higher for many groups of drug users.

Roncero et al. (2014) highlighted the importance of the relationship between high N
and the presence of psychotic symptoms following cocaine-induced drug consumption.
Vollrath ® Torgersen (2002) observed that the personality traits of N, E, and C are highly
correlated with hazardous health behaviours. A low score of C, and high score of E, or a
high score of N correlate strongly with multiple risky health behaviours. Formally, this
profile associated with risk can be described as (CL AND ET) OR N1

Flory et al. (2002) found alcohol use to be associated with lower A and C, and higher E.
They also found that lower A and C, and higher O are associated with marijuana use. Sutin
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et al (2013) demonstrated that the relationship between low C and drug consumption
is moderated by poverty; low C is a stronger risk factor for illicit drug usage among
those with relatively higher socioeconomic status. They found that high N, and low A
and C are associated with higher risk of drug use (including cocaine, crack, morphine,
codeine, and heroin). It should be mentioned that high N is positively associated with
many other addictions like internet addiction, exercise addiction, compulsive buying, and
study addiction (Andreassen et al., 2013).

An individual’s personality profile contributes to becoming a drug user. Terracciano et
al. (2008) demonstrated that compared to ‘never smokers’, current cigarette smokers
were lower on C and higher on N. They found that the profiles for cocaine and heroin
users scored very high on N, and very low on C whilst marijuana users scored high on O
but low on A, and C. Turiano et al. (2012) found a positive correlation between N and O,
and drug use, while increasing scores for C and A decreases risk of drug use. Previous
studies demonstrated that participants who use drugs, including alcohol and nicotine,
have a strong positive correlation between A and C, and a strong negative correlation for
each of these factors with N (Stewart ® Devine, 2000, Haider et al., 2002). Three high-
order personality traits are proposed as endophenotypes for substance use disorders:
Positive Emotionality, Negative Emotionality, and Constraint (Belcher et al., 2016).

The problem of risk evaluation for individuals is much more complex. This was explored
very recently by Yasnitskiy et al. (2015), Valero et al. (2014) and Bulut ® Bucak (2014).
Both individual and environmental factors predict substance use, and different patterns of
interaction among these factors may have different implications. Age is a very important
attribute for diagnosis and prognosis of substance use disorders. In particular, early
adolescent onset of substance use is a robust predictor of future substance use disorders.

Valero et al. (2014) evaluated the individual risk of drug consumption for alcohol,
cocaine, opiates, cannabis, ecstasy, and amphetamines. Input data were collected
using a Spanish version of the Zuckerman-Kuhlman Personality Questionnaire (ZKPQ).
Two samples were used in this study. The first one consisted of 336 drug dependent
psychiatric patients of one hospital. The second sample included 486 control individuals.
The authors used a decision tree as a tool to identify the most informative attributes. The
sensitivity (proportion of correctly identified positives) of 40% and specificity (proportion
of correctly identified negatives) of 94% were achieved for the training set. The main
purpose of this research was to test if predicting drug consumption was possible and
to identify the most informative attributes using data mining methods. Decision tree
methods were applied to explore the differential role of personality profiles in drug
consumer and control individuals. The two personality factors, Neuroticism and anxiety
and the ZKPQ’s Impulsivity, were found to be most relevant for drug consumption
prediction. The low sensitivity (40%) score means that such a decision tree cannot be
applied to real life situations.
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Without focussing on specific addictions, Bulut ® Bucak (2014) estimated the proportion
of teenagers who exhibit a high risk of addiction. The attributes were collected by
an original questionnaire, which included 25 questions. The form was filled in by 671
students. The first 20 questions asked about the teenagers’ financial situation,
temperament type, family and social relations, and cultural preferences. The last five
questions were completed by their teachers and concerned the grade point average of
the student for the previous semester according to a five-point grading system, whether
the student had been given any disciplinary punishment so far, if the student had alcohol
problems, if the student smoked cigarettes or used tobacco products, and whether the
student misused substances.

In Bulut ® Bucak’s study there were five risk classes as outputs. The authors diagnosed
teenagers’ risk of being a drug abuser using seven types of classification algorithms:
k-nearest neighbor, ID3 and C4.5 decision tree based algorithms, naive Bayes classifier,
naive Bayes/decision trees hybrid approach, one-attribute-rule, and projective adaptive
resonance theory. The classification accuracy of the best classifier was reported as 98%.

Yasnitskiy et al. (2015) attempted to evaluate the individual’s risk of illicit drug
consumption and to recommend the most efficient changes in the individual’s social
environment to reduce this risk. The input and output features were collected by an
original questionnaire. The attributes consisted of: level of education, having friends
who use drugs, temperament type, number of children in the family, financial situation,
levels of alcohol and cigarette smoking consumption, family relations (cases of physical,
emotional and psychological abuse, level of trust and happiness in the family). There
were 72 participants. A neural network model was used to evaluate the importance
of attributes to diagnose the tendency towards drug addiction. A series of virtual
experiments was performed for several test patients (drug users) to evaluate how
possible it is to control the propensity for drug addiction. The most effective change of
social environment features was predicted for each person. The recommended changes
depended on the personal profile, and significantly varied for different participants. This
approach produced individual bespoke advice to affect decreasing drug dependence.

FFM profiles of drug users have some similarity for all drugs (for example, NT and Cl),
but substance abuse populations differ in details and severity of these deviations form
the normal profile. This important observation was done by Donovan et al. (1998).

Data set and data analysis

The database was collected by an anonymous online survey methodology by Elaine
Fehrman, yielding 2051 respondents. In January 2011, the research proposal was
approved by the University of Leicester Forensic Psychology Ethical Advisory Group,
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and subsequently received strong support from the University of Leicester School of
Psychology Research Ethics Committee (PREC).

The database is available online (Fehrman ® Egan, 2016, FehrmanDataUCl). An online
survey tool from Survey Gizmo (Surveygizmo, 2011, Bhaskaran ® LeClaire, 2010) was
employed to gather data which maximised anonymity; this was particularly relevant to
canvassing respondents views, given the sensitive nature of drug use. All participants
were required to declare themselves at least 18 years of age prior to giving informed
consent.

The study recruited 2051 participants over a 12-month recruitment period. Of these
persons, 166 did not respond correctly to a validity check built into the middle of the
scale, so were presumed to be inattentive to the questions being asked. Nine of these
were also found to have endorsed the use of a fictitious drug, which was included
precisely to identify respondents who overclaim, as have other studies of this kind
(Hoare ® Moon, 2010). This led a useable sample of 1885 participants (male/female =
943/942). It was found to be biased when compared with the general population being
based on the data published by Egan et al. (2000) and McCrae ® Costa (2004). Such
a bias is usual for clinical cohorts (Gurrera et al., 2000, Terracciano et al., 2008) and
‘problematic’ or ‘pathological’ groups.

The sample recruited was highly educated, with just under two-thirds (59.5%) educated
to, at least, degree or professional certificate level: 14.4% (271) reported holding a
professional certificate or diploma, 25.5% (481) an undergraduate degree, 15% (284) a
master’s degree, and 4.7% (89) a doctorate. Approximately 26.8% (506) of the sample had
received some college or university tuition although they did not hold any certificates;
lastly, 13.6% (257) had left school at the age of 18 or younger.

Twelve attributes are known for each respondent: personality measurements which
include N, E, O, A, and C scores from NEO-FFI-R, Impulsivity (Imp) from the BIS-11,
Sensation Seeking (SS) from the ImpSS, level of education (Edu.), age, gender, country
of residence, and ethnicity. The data set contains information on the consumption of
18 central nervous system psychoactive drugs including alcohol, amphetamines, amy!
nitrite, benzodiazepines, cannabis, chocolate, cocaine, caffeine, crack, ecstasy, heroin,
ketamine, legal highs, LSD, methadone, magic mushrooms (MMushrooms), nicotine,
and Volatile Substance Abuse (VSA) i.e. glues, gases, and aerosols. One fictitious drug
(Semeron) was introduced to identify overclaimers. For each drug, participants selected
either: they never used this drug, used it over a decade ago, or in the last decade, year,
month, week, or day.

Participants were asked about various substances, which were classified as either
central nervous system depressants, stimulants, or hallucinogens. The depressant
drugs comprised alcohol, amyl nitrite, benzodiazepines, tranquilizers, solvents and
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inhalants, and opiates such as heroin and methadone/prescribed opiates. The stimulants
consisted of amphetamines, nicotine, cocaine powder, crack cocaine, caffeine, and
chocolate. Although chocolate contains caffeine, data for chocolate was measured
separately, given that it may induce parallel psychopharmacological and behavioural
effects in individuals congruent to other addictive substances (Bruinsma ® Taren, 1999).
The hallucinogens included cannabis, ecstasy, ketamine, LSD, and magic mushrooms.
Legal highs such as mephedrone, salvia, and various legal smoking mixtures were also
measured.

The objective of the study was to assess the potential effect of the FFM personality
traits, Imp, SS, and demographic data on drug consumption for different drugs, groups
of drugs and for different definitions of drug users. The study had two purposes: (i) to
identify the association of personality profiles (i.e. FFM+Imp+SS) with drug consumption
and (ii) to predict the risk of drug consumption for each individual according to their
personality profile.

Participants were asked to indicate which ethnic category was broadly representative
of their cultural background. An overwhelming majority (91.2%; 1720) reported being
White, (1.8%; 33) stated they were Black, and (1.4%; 26) Asian. The remainder of the
sample (5.6%; 106) described themselves as ‘Other’ or ‘Mixed’ categories. This small
number of persons belonging to specific non-white ethnicities precluded any analyses
involving racial categories.

In order to assess the personality traits of the sample, the Revised NEO Five-Factor
Inventory (NEO-FFI-R) questionnaire was employed (Costa ® MacCrae, 1992). The NEO-
FFI-R is a highly reliable measure of basic personality domains; internal consistencies
are 0.84 (N); 0.78 (E); 0.78 (0); 0.77 (A), and 0.75 (C) (Egan, 2011). The scale is a 60-item
inventory comprised of five personality domains or factors. The NEO-FFI-Ris a shortened
version of the Revised NEO-Personality Inventory (NEO-PI-R) (Costa ® MacCrae, 1992)
The five factors are: N, E, O, A, and C with 12 items per domain.

In our study, participants were asked to read the 60 NEO-FFI-R statements and indicate
on a five-point Likert-type scale how much a given item applied to them (i.e. 0 = ‘Strongly
Disagree’, 1 = ‘Disagree’, 2 = ‘Neutral’, 3 = ‘Agree’, to 4 = ‘Strongly Agree’).

The second measure used was the Barratt Impulsiveness Scale (BIS-11) (Stanford et al.,
2009). BIS-11 is a 30-item self-report guestionnaire, which measures the behavioural
construct of impulsiveness, and comprises three subscales: motor impulsiveness,
attentional impulsiveness, and non-planning. The ‘motor’ aspect reflects acting without
thinking, the ‘attentional’ component, poor concentration and thought intrusions, and
the ‘non-planning’, a lack of consideration for consequences (Snowden ® Gray, 2011). The
scale’sitems are scored on a four-point Likert-type scale. This study modified the response
range to make it compatible with previous related studies (Garcia-Montes et al., 2009).
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A score of five usually connotes the most impulsive response although some items are
reverse-scored to prevent response bias. Iltems are aggregated, and the higher the BIS-
11 scores are, the higher the impulsivity level (Fossati et al., 2001) is. BIS-11 is regarded
a reliable psychometric instrument with good test-retest reliability (Spearman’s rho is
equal to 0.83) and internal consistency (Cronbach’s alpha is equal to 0.83 (Stanford et al.,
2009, Snowden R Gray, 2011)).

The third measurement tool employed was the Impulsiveness Sensation-Seeking
(ImpSS). Although the ImpSS combines the traits of impulsivity and sensation-seeking,
it is regarded as a measure of a general sensation-seeking trait (Zuckerman, 1994). The
scale consists of 19 statements in true-false format, comprising eight items measuring
impulsivity (Imp), and 11 items gauging Sensation-Seeking (SS). The ImpSS is considered
avalid andreliable measure of high risk behavioural correlates such as substance misuse.

It was recognised at the outset of this study that drug use research regularly (and
spuriously) dichotomises individuals as users or non-users, without due regard to their
frequency or duration/desistance of drug use (Ragan ® Beaver, 2010). In this study, finer
distinctions concerning the measurement of drug use have been deployed, due to the
potential for the existence of qualitative differences amongst individuals with varying
usage levels. In relation to each drug, respondents were asked to indicate if they never
used this drug, used it over a decade ago, or in the last decade, year, month, week, or day.
This format captured the breadth of a drug-using career, and the specific recency of use.

For decade based separation, we merged two isolated categories (‘Never used’ and
‘Used over a decade ago’) into the class of non-users, and all other categories were
merged to form the class of users. For year-based classification we additionally merged
the category ‘Used over a decade ago’ into the group of non-users and placed four other
categories (‘Used in last year-month-week-day’) into the group of users. We continued
separating into users and non-users depending on the timescale in this nested “Russian
doll” style. We also considered ‘month-based’ and ‘week-based’ user/non-user
separations. Different categories of drug users are depicted in Fig. 1.

Analysis of the classes of drug users shows that part of the classes are nested:
participants which belong to the category ‘Used in last day’ also belong to the categories
‘Used in last weeK’, ‘Used in last month’, ‘Used in last year’ and ‘Used in last decade’.
There are two special categories: ‘Never used’ and ‘Used over a decade ago’ (see Fig. 1).
The data do not contain a definition of the users and non-users groups. Formally only
a participant in the class ‘Never used’ can be called a non-user, but a participant who
used a drug more than decade ago also cannot be considered a drug user for most
applications. There are several possible ways to discriminate participants into groups of
users and non-users for binary classification:

1. Two isolated categories (‘Never used’ and ‘Used over a decade ago’) are placed into
the class of non-users with a green background in Fig. 1, and all other categories into the
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class ‘users’ as the simplest version of hinary classification. This classification problem
is called ‘decade-based’ user/non-user separation.

2. The categories ‘Used in last decade’, ‘Used over a decade ago’ and ‘Never used’ are
merged to form a group of non-users and all other categories are placed into the group
of users. This classification problem is called ‘year-based’.

3. Thecategories ‘Used in last year’, ‘Used in last decade’, ‘Used over a decade ago’ and
‘Never used’ are combined to form a group of non-users and all three other categories
are placed into the group of users. This classification problem is called ‘month-based'.
4. The categories ‘Used in last week’ and ‘Used in last month’ are merged to form a
group of users and all other categories are placed into the group of non-users. This
classification problem is called ‘week-based'.

The proportion of drug users among all participants is different for different drugs and
for different classification problems. The data set comprises 1,885 individuals without
any missing data. It is necessary to mention that the sample is intentionally biased
to a higher proportion of drug users. This means that for the general population the
proportion of illegal drug users is expected to be significantly lower.

The first result is the production of the database, cleaned and published in open access
(Fehrman ® Egan, 2016, Fehrman et al., 2016), and described in this book. We are sure
that our book does not exhaust all the important information which can be extracted
from this database, and will be happy if the database is used further in a variety of
research and educational projects.

The second result is the personality profiles calculated for users and non-users of 18
substances (and for four definitions of users based on the recency of use) (Fehrman et
al., 2015). These profiles can be used in many research projects; for example, for more
detailed analysis of relations between the use of different drugs.

Definitions of users ‘

Fig. 1. Categories of drug users. Categories with green background always correspond to drug
non-users. Four different definitions of drug users are presented

Used in last year

Used in last decade

37



Our study reveals that the personality profiles are strongly associated with group
membership to the users or non-users of the 18 drugs. For the analysis, we used the
following subdivision of the sample T-score: the interval 44-49 indicated a moderately
low score, (-) , the interval 49-51 indicated a neutral score (0), and the interval 51-56
indicated a moderately high (+) score.

We found that the N and O scores of drug users of all 18 drugs were moderately high (+)
or neutral (0), except for crack usage for the week-based classification, for which the O
score was moderately low (-). The A and C scores were moderately low (-) or neutral (0)
for all groups of drug users and all user/non-user separations based on recency of use.

For most groups of illicit drug users the A and C scores were moderately low (-)with the
exception of two groups: the A score was neutral (0) in the year-based classification
(‘used in last year’) for LSD users and in the week-based classification (‘used in last
week’) for LSD and magic mushrooms users.

The impact of the E score was drug specific. For example, for the week-based user/non-
user separation the E scores were:

« moderately low (-) for amphetamines, amyl nitrite, benzodiazepines, heroin,
ketamine, legal highs, methadone, and crack;

« moderately high (+) for cocaine, ecstasy, LSD, magic mushrooms, and VSA;

- neutral (0) for alcohol, caffeine, chocolate, cannabis, and nicotine.

Usage of some drugs were correlated significantly. The structure of these correlations is
presented inFig. 2. We found three groups of drugs with highly correlated use (Fig. 3). The
central element was clearly identified for each group. These centres are: heroin, ecstasy,
and benzodiazepines. This means that drug consumption has a ‘modular structure’,
which is made clear in the correlation graph. The idea of merging correlated attributes
into ‘modules’ referred to as correlation pleiades is popular in biology (Terentjev, 1931,
Berg, 1960, Mitteroecker ® Bookstein, 2007). The concept of correlation pleiades was
introduced in biostatistics in 1931 (Terentjev, 1931). They were used for identification of a
modular structure in evolutionary physiology (Terentjev, 1931, Mitteroecker ® BooKkstein,
2007, Berg, 1960, Armbruster et al., 1999). According to Berg (1960), correlation pleiades
are clusters of correlated traits. In our approach, we distinguished the core and the
peripheral elements of correlation pleiades and allowed different pleiades to have small
intersections in their periphery (Fig. 3).

Additionally, a highly correlated ‘smoking couple’, cannabis and nicotine, is separated by
an ellipse. E stands for ecstasy, H for heroin, B for benzodiazepines, and MM for magic
mushrooms. Other drugs are denoted as follows: Am stands for amphetamines, Ca for
cannabis, Co for cocaine, Cr for crack, Ke for ketamine, Lh for legal highs, LSD for LSD,
Me for methadone, and Ni for nicotine. Edges represent correlations.
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Fig. 2. Strong drug usage correlations: (a) for the decade-based classification problem,
and (b) for the year-based classification problem

Fig. 3. Correlation pleiades for correlated drug use
(in acircle, in a triangle and in a rectangle)

The three groups of correlated drugs centered around heroin, ecstasy, and benzodiaz-
epines were defined for the decade-, year-, month-, and week-based classifications:

« The heroin pleiad includes crack, cocaine, methadone, and heroin;

« The ecstasy pleiad consists of amphetamines, cannabis, cocaine, ketamine, LSD,
magic mushrooms, legal highs, and ecstasy;

« The benzodiazepines pleiad contains methadone, amphetamines, cocaine, and
benzodiazepines.

In this study, we evaluated the individual drug consumption risk separately, for each
drug and pleiad of drugs. We also analysed interrelations between the individual drug
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consumption risks for different drugs. We applied several data mining approaches:
decision tree, random forest, k-nearest neighbours, linear discriminant analysis,
Gaussian mixture, probability density function estimation, logistic regression and naive
Bayes. The quality of classification was surprisingly high. We tested all of the classifiers
by Leave-One-Out Cross Validation. The best results, with sensitivity and specificity
greater than 75%, were achieved for cannabis, crack, ecstasy, legal highs, LSD, and
VSA. Sensitivity and specificity greater than 70% were achieved for the following drugs:
amphetamines, amyl nitrite, benzodiazepines, chocolate, caffeine, heroin, ketamine,
methadone and nicotine. An exhaustive search was performed to select the most
effective subset of input features and data mining methods for each drug. The results of
this analysis provide an answer to an important question about the predictability of drug
consumption risk on the basis of FFM+Imp+SS profile and demographic data. (Fehrman
et al., 2015, Fehrman et al., 2018).

We also studied the problem of separation of users of different drugs. For this purpose,
we selected three drugs: heroin, ecstasy, and benzodiazepines (the centres of the
pleiades). The profiles of the users of these drugs are different (see Fig. 4) (the confidence
level below is 95%):

« Themean values in the groups of benzodiazepines and ecstasy users are statistically
significantly different for N (higher for benzodiazepines) and E (higher for ecstasy) for all
definitions of users, for O (higher for ecstasy) for all definitions of users excluding the
year-based, and for SS (higher for ecstasy) for all definitions excluding the month-based.
« The groups of benzodiazepines and heroin users are statistically significantly
different for A (higher for benzodiazepines) for all definitions of users, for Imp (higher for
heroin) and SS (higher for heroin) for all definitions of users excluding the week-based.

» Heroin and ecstasy are statistically significantly different for N (higher for herain),
E (higher for ecstasy) and A (higher for ecstasy) for all definitions of users and for Imp
(higher for heroin) for all definitions excluding the week-based.

Conclusion

We have asked whether or not a psychological predisposition to drug consumption
exists. Now, we can formulate the answer in brief:

« There is a significant difference in the psychological profiles of drug users and non-
users.

« The psychological predisposition to using different drugs may be different.

« Machine learning algorithms can solve the user/non-user classification problem
for many drugs with impressive sensitivity and specificity. Therefore, the question of
predictability of the risk of drug consumption on the basis of personality traits and
simple demographic attributes is answered in the affirmative.
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Fig. 4. Mean values with their 95% confidence intervals for significantly different psychological
traits of benzodiazepines, ecstasy and heroin users: (@) N, (b) E, (c) O, (d) A, (e) Imp, and (f) SS

»  Simple robust Fisher’s linear discriminants are successfully employed for this
classification.

«  We describe the groups of drugs which have correlated use (correlation pleiades) and
we can collect users of these groups of drugs together for the purpose of analysis.

« Mean profiles of users of different drugs are different. (This is explicitly proved for
benzodiazepines, ecstasy, and heroin; this is obvious from the attached tables for many
more pairs of substances.)

We confirm the findings of previous researchers that higher scores for N and O, and lower
scores for C and A, lead to increased risk of drug use (Belcher et al., 2016). The O score
is marked by curiosity and open-mindedness (and correlated with intelligence), and it
is therefore understandable why higher O may be sometimes be associated with drug
use (Wilmoth, 2012). Flory et al. (2002) found marijuana use to be associated with lower
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A and C, and higher O. These findings have been partially confirmed by our study. Our
results improve the understanding of the pathways leading to drug consumption. In
particular, these pathways should form paths in the correlation pleiades of drugs.

The hypothesis we make above about types of risky behaviour is partially supported
by the data. Moreover, we suggest that the type ET, Cl (Impulsives, Hedonists) is more
typical among ecstasy and LSD consumers, whereas the type NT, Al is more expected
among heroin users. Detailed comparison of ecstasy and heroin users demonstrates
that they are significantly different. Heroin users have higher N, and lower E and A. We
also suggest that a high O-score is typical for many drug users (besides users of heroin,
crack, and amyl nitrite) and therefore the O score cannot be excluded from the typology
of risky behaviour. Moreover, very low Al is typical for VSA users. This is especially
interesting because low A is the main significant predictor of violence in FFM and is
central to the dark behaviours (Pailing et al., 2014). These comments may help in the
further development of the typology of risky behaviour.

We have demonstrated that there are three groups of drugs with strongly correlated
consumption. That is, drug usage has a ‘modular structure’.

These results are important as they examine the question of the relationship between
drug use and personality comprehensively and engage in the challenge of untangling
correlated personality traits (the FFM, impulsivity, and sensation-seeking (Whiteside
R Lynam, 2001)), and clusters of substance misuse (the correlation pleiades). The work
acknowledged the breadth of a common behaviour which may be transient and leave
no impact, or may significantly harm an individual. The detailed report will be published
soon (Fehrman et al., 2018).
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This study focuses on the interdisciplinary issue of language corpora mining for the purpose
of cultural analytics. The authors utilize the comparative cross -cultural approach to highlight
the dynamics of “revolution” concept throughout two and a half centuries. They study concept
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Introduction

The study of cultures through the language represented in text corpora by the means of
digital techniques is an emerging interdisciplinary research trend. Since the introduction
of “culturomics” as “the application of high-throughput data collection and analysis to
the study of human culture” (Michel, 2011) the data-driven scholarship has turned into
the new quantitative approach to humanities. The qualitative text analysis aimed at
studying different aspects of human culture can be considered a subfield of the larger
“cultural analytics” introduced by Lev Manovich in 2007 (Manovich, 2009).

The data analysis based on the big text corpora and performed with digital tools gives
an opportunity to visualize large-scale changes by presenting dynamics in frequency
changes. Depending on the data available and applied algorithms the research results
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provide the overview of changing trends based on the specific criteria within the given
period of time.

Digital tools that allow performing quantitative text analysis vary in functionality
and openness. Despite its limitations the Google Books Ngram Viewer is currently
the most accessible and simple tool for an independent researcher as it “enables fast
and easy access to this pool of information without advanced technical knowledge”
(Chumtong, 2017).

The Google Books Ngram Viewer gives a digitized overview of the culture: eight million
books can be used for mining, searching, comparing words and word combinations in
several languages. The simple but powerful tool gives a researcher a perspective that is
very different from what can be done with traditional reading.

Theoretical framework

Content analysis as “assessment of the frequency and co-appearance of words,
phrases, and concepts throughout a text” (Evans, 2011) is the approach that was earlier
implemented mostly in linguistics. Applying digital tools for humanities made it possible
to use content analysis in the study of history and culture.

A representative text corpus provides “insights into some of the cultural models used
by certain people over time” (Swindle, 2014) which gives a researcher the opportunity to
discover new aspects of culture that were not considered before due to the limitation of
the methods available previously.

Comparing concept application in large scale text corpora from different languages and
combining the results can be used “to measure differences and trends, ... standardize
the process of comparison to bring up undiscovered matches” (Fox, n.d.). Cross-cultural
comparison of a concept application may show similarities and differences in the
particular concept application over time.

To make the content analysis with digital tools meaningful, the explored words or
phrases must “have a relatively narrow range of interpretations such that their use
in the data closely represents the intended underlying concept and the frequency of
alternate or misrepresentative uses is relatively low” (Grant, 2015). While performing
content analysis on the text corpora that belong to different languages a researcher
also has to make sure that the explored concept has very similar dictionary meaning in
the studied cultures. Otherwise, the research may return the results that are not related
to intended concept value.

That is exactly the case with the concept “revolution” that we consider in this exploratory
research. This word has very similar meaning in many languages including the ones
studied so that it is often described as “international”. The interpretation of the word

49



in these languages is very close to “a sudden, radical, or complete change” usually in
political or social sphere (Merriam-Webster Dictionary). There is a second meaning of
this word in English is “a progressive motion of a body around an axis”. But this meaning
is less common in the text corpora and is implemented mostly in technical texts.
Nevertheless we need to take into account that this alternative meaning creates some
semantic “noise” that changes the results for the English text corpus.

The purpose of the research is to discover the dynamics of the word application for the
revolution as a radical change in political or social life considering other meanings as
“noise”.

The concept of “Revolution” has a long history and the various definitions from the
various traditions in humanities and schools of thought dealing with the concept of
revolution (Bain, 2015). It is also can be approached from several philosophical positions.

But for the purpose of this study we focus on the “revolution” as a combination of
letters, a unigram that we explore with the help of the Google Books Ngram Viewer in
five European languages. The goal is to make a general overview of word application
dynamics for the 258-year period of “revolutions” using the optics of cultural analytics
and text mining.

Statement of the problem

The aim of the study is to compare the occurrence of the word “revolution” in Google
Books Ngram text corpora in five European languages: English, French, German, Spanish
and Russian. The time period is chosen due to the interest in the major historical events
called “revolutions™ starting with the mid-eighteenth century (1750) and up to the latest
year available in the Google Books Ngram Viewer (2008). That makes 258 years.

Our hypothesis is that the major political events called “revolutions” could have
significant traces in one or several cultures which results in higher frequency of the
word usage in the books. We also argue that some political events called revolutions
that occurred during the specified period had major impact outside their language
environment.

There has already been taken an attempt to compare the use of word “revolution”
in different languages applying the Google Books Ngram Viewer and to find some
matching political events (Fox, n.d.). But our research provides more in depth study of
the correlations between the events viewed as revolutionary from within the particular
cultures and the word “revolution” application changes as well as of the cross-cultural
comparison of the changes dynamics.
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Methodology

Google Books Ngram viewer gives access to over than 8 million books published in eight
languages between 1500 and 2008 in eight languages. Though this text corpus cannot
provide the precise values of the word application within particular of period of time it is
enough to explore the major trends presented as “peaks” on the graph with the retrieved
results.

We use Google Books Ngram Viewer to search unigrams that represent the word
“revolution” in five European languages: English, French, German, Spanish and Russian.

For the Ngram Viewer queries in the five researched languages we used similar settings:
« The period was set to “between 1750 and 2008".

« The smoothing was set to the value of 4 to make a more visible dynamics of the
change through the longer time intervals (3 years).

« All the word forms (WF) and their capitalized variants (cWF) in every researched
language were combined into a single search query (SQ) according to the simple addition
formula:

SO=WF_T+cWF_1+WF_2+cWF_2+.+ WFE_N+cWF_N

This approach allows us to produce cumulative occurrence graphs for word search
including different word forms in every explored language. These graphs roughly present
the changes within the same period of time and therefore can be compared.

To prove or disprove our hypothesis we need to check each individual graph presenting
the word “revolution” occurrence in every studied culture against the timeline of events
that are actually called revolutions within this language environment.

To create the timeline the events attributed as “revolutions” in the five corresponding
languages we utilized Wikipedia as the source of language and historical information.
To produce the list of events called “revolutions” in each particular culture we used
Wikipedia in each particular language where the presented information on corresponding
historical events is the result of contributors” agreement and cross-verification.

Though we understand Wikipedia limitations in terms of academic value we rely on
this media project in recognizing common cultural meaning within particular language
environment. While the variety of historiographical approaches makes the use of
the particular term to address the particular event a matter of discussion, Wikipedia
provides the representation of the current public consensus on the topic. Therefore
we can consider events called “revolutions” listed in Wikipedia to be the most precise
representation of the people’s view on the revolutionary events inside each explored
language environment at the current time.
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Building the list of revolutionary events based on Wikipedia we included all major
political events recognized as revolutions in the correspondent language sections of the
online encyclopedia. As the chosen five languages are spoken in more than one country
the lists consist of the revolutionary events which happened on the territories where
each explored language was commonly spoken at the time of the particular event. That
approach ensures that the listed event can be considered as the one occured within the
particular language environment.

Having obtained the word occurrence graphs in the Google Books Ngram Viewer for each
language we used arrow signs to highlight the major peaks of the unigram “revolution”
application reflecting the rapid increases of word frequency in the explored text corpora.

In order to visualize the results of checking the word occurrence graphs against the
created revolutionary events timelines we used graphical editing software. Adding
layers with the events timelines to the word occurrence graphs makes it possible to
synchronize, compare and collocate the word “revolution” application peaks with the
actual political events culturally recognized as revolutions.

At the final stage of our research we produced the combined graph presenting all the
defined peaks of word “revolution” occurrence from five individual language environments
checked against all the political events that are culturally recognized as revolutions
for the specified time period. This combined graph allows to collocate major peaks
that appear in more than one language environment with the political events that can
correlate with these peaks. The correlation presents relative impact of the revolutionary
events on the word “revolution” popularity in books for the specified period.

Limitations of the Google Books Ngram Viewer

The diachronic analysis of the text corpora is highly sensitive to the quality of the
analyzed data and the limitations of the tools (Baisa, 2015). In the course of our study
we faced some issues with the metadata regarding the publication time of some books
as well as some text recognition problems which were were discussed in the article by
Pechenick, Danforths ® Doods (Pechenick, 2015). The authors argue that “the library-
like nature of the Google Books corpus will mean the resultant normalized frequencies
of words cannot be a direct measure of the “true” cultural popularity of those words” as
they prove that most of the scanned books belong to the academic literature and very
few represent popular fiction.

There are also some limitations caused by the quality of automatic text scanning and
indexing when the error cause some missing and incorrect data. These pitfalls may have
significant impact especially if the the particular text corpus is not very large. That is
the case with, for example, earlier books in Russian when the small number of scanned
items leads to the bigger impact of the quality errors on the search results.
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Findings

The five graphs obtained using similar settings make five very different visualisations
of word “revolution” occurrence and its correlations with the political events culturally
recognized as revolutions in five explored languages.

1. English Corpus Search Query

The English text corpus is the largest, and it combines British English and American
English texts. Our first search query included two word forms (singular and plural) with
their capitalized variations. That made a combination of four unigrams: “revolution +
Revolution + revolutions + Revolutions™.

The historical events called “revolutions” in the English part of Wikipedia are the
following:

1. the American Revolution (1775-1783),

2. England’s Last Revolution (1817),

3. the Texas Revolution (1835-1836).

These three events were represented on the timeline with oval (the longer event) and
circle markers.

According to the obtained results the unigram “revolution” in English is significantly less
common than its analogues in French, German and Spanish. There are six distinctive
waves which are relatively regularly distributed over the time period of two and a half
centuries:
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Fig. 1. Timeline of revolutions combined with the N-gram graph (English)
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1. the clearly shaped wave with the peak around the mid-1790s, which probably rep-
resents the French Revolution,

2. the gradually evolving wave with the peak around 1850,

the small wave with the peak around the mid-1890s,

the small with the peak around the early 1920s,

the wave with the peak around the mid-1930s,

6. and the most distinctive wave has the peak in the early 1970s.

o w

After the last and the largest wave the frequency of the unigram “revolution” usage
decreases, and in the beginning of the twenty-first century it decreases and reaches the
level of the 1870s.

2. French Corpus Search Query

The search query in French was also a combination of the singular and plural word forms
and their capitalized versions: “révolution + Révolution + révolutions + Révolutions”.

Revolutions according to the French version of Wikipedia are the following:
1. Révolution francaise (French Revolution, 1783-1799),

Révolution brabanconne (Brabant Revolution, 1789-1790),

Heureuse Révolution (Liege Revolution or Happy Revolution, 1789-1791),
Révolution haitienne (Haitian Revolution, 1791-1804 ),

La révolution de Juillet (The July Revolution in France, 1830),

Révolution belge (Belgian Revolution, 1830),

La révolution francaise de 1848 (February Revolution, 1848).
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In the unigram occurrence graph (Fig. 2) we see two series of waves. The first series
consists of five waves. This series starts in the end of the eighteenth century and lasts
to the end of the nineteenth century:

1. the most significant wave with the peak around in the mid-1790s, which highly prob-
ably represents the French Revolution;

2. the second wave with the peak around the mid-1810s;

3. the third wave with the peak in the 1830s;

4. the fourth distinctive wave with the clear peak in the late 1840s - early 1850s, which
probably can be referred to the Spring of Nations;

5. and a small wave with the peak around the mid-1860s.

The second series occupies the second half of the twentieth century and consists of
three waves:

6. the small wave with the peak in the 1940s;

7. the distinctive wave with the peak around 1970;

8. and one more distinctive wave has the peak in the late 1980s which probably rep-
resents the bicentennial anniversary of the French revolution.

By the end of the researched period the occurrence of the unigram gradually decreases.
3. German Corpus Search Query

The search query in German included only two word forms (singular and plural) due to
the capitalization of nouns in the language: “Revolution + Revolutionen”.

There are only two historical events referred to as “revolutions” in the German part of
Wikipedia:

1. Deutsche Revolution von 1848/49 (German revolutions of 1848-49),

2. Novemberrevolution (German Revolution of 1918-19).

The unigram occurrence graph (Figure 3) has six waves.

1. the first clearly shaped wave with the peak in the the mid-1790s, which probably
represents the French Revolution;

2. the second less distinctive wave in the mid-1830s;

3. thethird clearly shaped wave with the peak in the late 1840s - early 1850s, which can
be referred to the Spring of Nations;

4. the fourth wave with a peak in the early 1920s probably represents the Russian Rev-
olution;

5. the fifth hardly distinctive wave is in the 1930s;

6. the sixth and the most significant wave lasts from the 1940s to the end of the re-
searched perion. Its peak is in the early 1970s.

After that point the occurrence of the unigram decreases and by the end of the period it
reaches the values similar to the 1910s.
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Spanish Corpus Search Query

The search query in Spanish was a combination of two word forms (singular and plural)
and their capitalized variants: “revolucion + Revolucion + revoluciones + Revoluciones”.

The list of revolutionary events that can be found in the Spanish Wikipedia is extensive:

Revolucion de Chuguisaca (modern Bolivia area, 1809),

Revolucion de Mayo (modern Argentina area, 1810),

Revolucion de 1820 (Spanish Revolution of 1820),

Revolucion independentista (The republican revolution in Mexico, 1822-1823),
Revolucion de 1854 (Spanish Revolution of 1854),

La Gloriosa o Revolucion de Septiembre (Glorious Revolution in Spain, 1868),

La Rebelion cantonal o Revolucion cantonal (Cantonal rebellion in Spain, 1873-1874),
Revolucion radical de 1893 (The Argentine Revolution, 1893),

La Revolucion filipina (Philippine Revolution, 1896-1898),

. Liberal revolution in Paraguay (1904),

. Revolucion de 1905 (Argentine Revolution of 1905),

. Revolucion mexicana (The Mexican Revolution, 1910-1920),

. The July Revolution in Ecuador (1925),

. Revolucion de 1934 (Spanish Revolution of October 1934),

. Revolucion social espafiola de 1936 (Spanish Revolution of 1936),

. Revolucion del 17 de febrero de 1936 (February Revolution in Paraguay, 1936),
. Revolucion de 1952 en Bolivia (Popular revolution in Bolivia, 1952),

. Revolucion cubana (Cuban Revolution, 1956-1959),

. Revolucion venezolana (Bolivarian Revolution, 1999).
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Fig. 4. Timeline of revolutions combined with the N-gram graph (Spanish)

There are eight waves which can be viewed as a single stair-step waveform (Figure 4).
This wave starts growing in the late eighteenth century and slowly increases through-
out the nineteenth century but it reaches the major peak in the second half of the twen-
tieth century. The eight peaks equally distributed on the timeline are:

1. the first hardly distinctive peak around 1780,

the second peak in the 1830s,

the third peak around 1850,

the fourth around 1870,

the fifth peak in the 1890s - early 1900s,

the sixth small peak around 1920,

the seventh significant peak in the mid-1930s,

and the major (eighth) peak in the early 1970s, after which the occurrence of the uni-
gram in the corpus gradually decreases.
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Due to the high number of both revolutionary events and peaks it is difficult to trace the
cross cultural influence in this particular graph.

5. Russian Corpus Search Query

Due to the variety of the noun word forms in the Russian language we had to create a
complex query combining 14 unigrams (2 variants of the 7 word forms): “pesoniouns +
Pesontouma + pesonioummn + Pesonioummn + peBosioumnen + Pesonioumein + pesonioumio +
Pesontoumio + peBonoumAMK + PesonoumammM + peBosioLnia + PeBomioLmnin + peBonioumax
+ PeBontoumax”. Further we address this combination as “pesontouns”.
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There are three historical events called revolutions in the Russian part of Wikipedia:
1. PeBontouna 1905-1907 ronos (Russian Revolution of 1905-1907),

2. O®eBpanbckan Pesonouma (February Revolution of 1917),

3. OkrTaAbpbckan Pesontoums (October Revolution of 1917).

There are three waves (Fig. 5) two of which cannot be referred to the historical events

mentioned in the previous list:
1. a small wave with the peak around in the early 1830s, which is probably the late

“echo” of the French Revolution;
2. arapidly evolving wave (“a storm”) with the peak in the mid-1920s, which can repre-

sent the Russian Revolution;

3. aless significant wave with the peak around 1970.

After the last wave the occurrence of the unigram decreases, but starting in the mid-
1990s there is a small increase which is unique for the explored text corpora. The most
distinctive feature of the graph is the rare occurrence of the unigram before the first
decade of the twentieth century followed by the dramatic increase in the 1910s-1920s
when the word “peBontounsa” becomes twice more common in Russian than in any other

explored language.

Combined timelines
The results for all the five languages were combined in two timelines: the peaks of
unigram occurrence in the language corpora (Fig. 6, arrows) and the historical events
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Fig. 6. Timeline events combined with the timeline of the peaks

called “revolutions” in Wikipedia (Fig. 6, circles and ovals depending on the duration of
the even).

The first timeline with the unigram wave peaks shows five relatively long (lasting
for approximately two decades and more) periods when there were no peaks in the
occurrence of the “revolution” unigram:

1. before the late 1770s,

between the early 1870s and the late 1890s,

between the late 1890s and the early 1920s,

between the mid-1940s and the late 1960s,

after 1990.
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The second timeline has only two similar periods when there were no events recognized
as revolutions in the researched language cultures: before the 1780s and between the
early 1960s and the late 1990s.

A discordance can be found during the second long period in the historical events
timeline between the early 1960s and the late 1990s. While there are no events
called “revolutions” in the researched cultures, the unigram occurrence peak timeline
demonstrates the major wave in all the five languages. The graphs have distinctive
peaks in the short historical period that starts in the late 1960s and finishes in the early
1970s. And for three of them (English, German and Spanish) this period is the time when
the graphs reach their top values. The exceptions are the graph built for the French
language corpus with higher peaks in the 1790s and in the 1840s, as well as the Russian
language corpus with the highest peak in the 1920s.

A possible explanation for the 1960s-1970s wave is the popularity of the revolutionary
rhetoric and wide recognition of conceptual frameworks focusing on “revolution” as the
synonym of a rapid change (including concepts of “scientific revolution”, “technological
revolution”, “sexual revolution”, “cultural revolution”, etc). The wave can also represent
the influence of social and political events taking place outside the corresponding
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cultures like the Chinese cultural revolution, or happening globally like the massive
student movements. In our opinion this last large wave of “revolution” in the languages
represents the shift of the focus from the actual political and social events in the
national cultures to the global events. It can be viewed as a specific type of a slowly
developing analogue of the “media-hype”, the social amplification effect (Vasterman,
2005), but reflected in books of the particular time period.

Discussion

Every culture has its own idea of the great revolution in the history. The Great French
Revolution, the American Revolution or the Russian Revolution produce significant
traces in their cultures. The comparison of the word application frequency in the digitized
texts corpora in different languages makes it possible to identify globally influential
events that have their impact beyond the particular language environment. The results
of cross-cultural comparison demonstrate the dynamics of the unigram in books that
reflects increases and decreases in application of the corresponding concept.

Waves of popularity of the “revolution” concept appearing indifferent cultures throughout
the last 258 years can often be related to the historical events. Nevertheless the events
that are recognized as “revolutions” and represented in the books do not necessarily
take place in political and social reality of these particular cultures. Researchers applying
the cultural analytics methods should keep mind that there is possibility of such cross-
cultural and global influence. In the course of the “rough” quarter of the millennium some
cultures face the “phantom effect” of the revolutions which occurs when the amplified
representation of the concept can be traced in the text corpus, while it has no real or
single historical referent in the language environment.
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Abstract

The author’s purpose is to design a mathematical model of language evolution among the
language using community and develop the software system modeling the evolution process. The
software main task is to design individual historical scenarios of particular languages, language
groups and families, and show the quantitative and qualitative changes in the grammatical
and lexical structure of language over time, depending on the social organization of a group of
language learners and users. In this paper the authors introduce the initial domain analysis and
the basic level of the language evolution multi-level domain ontology that determines the base
for the architecture of language evolution modeling software modules and the design of their
interaction. The model is designed with the use of the applied logic language.

Keywords:

language evolution; evolutionary modeling; ontology; comparative linguistics; software
development.

Introduction

One of the main tasks of comparative linguistics is to trace genetic relations between
languages, as well as to determine the ways of their development and interaction with
each other. The results of such studies influence our understanding of the historical
scenarios of the civilization development.
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The methods of establishing linguistic kinship use empirical estimates of the rate of
language change based on comparison of lexical lists. However in some cases, such
estimates are far from the required accuracy, which greatly complicates the work of
specialists. This is due to the fact that glottochronology can rely only on processes with
amore or less constant rate. And then the main difficulty arises. In various socio-cultural
environments the same processes can take place indifferent ways. Thus, the conclusions,
which are valid for one epoch or culture, can be erroneous for another. The subject of
this study is the development of numerical methods for assessing guantitative and
qualitative changes that occur in the grammatical, lexical and phonetic composition of
a language over time, depending on the totality of such factors as the cognitive abilities
of native speakers, as well as the social, economic and cultural structure of the group.

The study of linguistic evolution by the methods of direct experiment is inconceivable
for ethical and many other reasons, therefore mathematical and computer modeling of
language and linguistic activity plays a significant role in this field.

Theoretical framework

Natural language, as a feature of human cognitive activity and a species-specific feature,
is the result of the evolution of Homo sapiens and the preceding species, as confirmed by
studies of paleoanthropologists and primatologists.

One of the important features of Homo sapiens is the ability to perform complex collective
interactions, and to build multi-path strategies involving a large number of participants.
A prerequisite for this is the availability of a communication system serving to convey a
wide variety of information. In addition, information can be repeatedly transferred from
one participant to another. One of the reasons for the success of the community is that
the communication system is well established, and the community-built strategies are
successful. From this point of view, any knowledge received by the community must
be formulated in such a way that it can be transmitted using a communicative system
without bearing significant losses. A prolonged stabilizing selection in this direction led
to the appearance of a phenomenon that we call human language. It is not only the way
to conduct communication, but also a means to organize knowledge. That is why the
study of processes occurring in the language are of such interest.

Like all other species-specific features, natural language is affected by natural selection.
Modern research quite clearly shows the presence of variability and heredity in natural
language. Comparativists often note the similarity of biological and linguistic evolution.

The pre-literate language, in contrast to the genetic material of the extinct species,
is almost elusive. It is very difficult to reliably restore it beyond some (not very large)
time depth. On the other hand, language changes, inheritance and selection occur
much faster than similar processes in hiological evolution. In modern conditions of
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global communication such changes sometimes take place not in years but in months.
Therefore, to identify the patterns of language development, it is not necessary to look
into the distant past. Models of language evolution can be built on the basis of modern
data and observations.

Evolutionary modeling is an independent field of experimental research. Most of the
evolutionary research models are designed to study the different stages of biological
evolution.

Due to the fact that language evolution, according to experts, is similar to biological
evolution, it seems possible to apply methods of modeling biological evolution to natural
language.

In a general sense, evolutionary theory describes the dynamics of the composition of
a set of reproduced structures. Selection always exists when the next generation of
reproducible structures (a collection of functional units) is not an exact copy of the
previous one.

There are many computer models of so-called artificial life. The main idea of computer
modeling of evolution is to create a population of agents that have the ability to
reproduce, as well as a set of some other properties that determine their behavior.
Among these properties there may be the following: the ability to accumulate and lose
some resource (the ability to eat and consume energy), the ability to receive signals
from the environment, including other agents, the ability to act on the basis of received
signals, the ability to analyze signals from the environment and make decisions about
subsequent actions based on this analysis, and others.

Evolutionary principles in a broad sense extend not only to biological objects, but also
to complex chemical molecules and information structures. In fact, biological evolution
is the evolution of self-replicating information structures of genes encoding their own
chemical activity. The units of the communicative system (not the language vyet, but its
direct predecessor) do not code their own activity, but have an informational value that
affects the quality of life and the life span of the individual (or a group of individuals)
involved in using the communicative system. Language, undoubtedly, is the heir of the
communicative systems of animals, more developed and advanced, but, nevertheless,
the heir. The gap between animal communication systems and human language seems
enormous, but in fact there are more commonalities between them than differences.
Modern research shows that animal communicative systems possess such properties of
the human language as semantics, productivity, transferability, and cultural continuity.
And the higher monkeys are able to learn the human language, fully use it and train
other monkeys. It is likely that the difference between the human language and the
communicative systems of animals is not in quality, but in quantity, and there is no
fundamental difference between these phenomena at all. Different species use different

64



methods of communication. At least three types of communication - verbal, visual
(graphic, gestural, facial) and tactile (for people with visual and hearing impairment) —
are available for Homo sapiens. The most developed for Homo sapiens are the verbal and
graphic types of communication (oral speech and printed text), so the concept of natural
language often boils down to these two types of communication, but is not limited to
them.

Until now, there has been no consensus on whether the natural language of Homo
sapiens is the product of directional selection, acting on a similar feature of the preceding
species, or is the result of a random mutation that has so changed the brains of higher
apes that they have acquired language ability comparable to ours. But in any case, the
natural language, as a system with heredity and variability, generates an evolutionary
process. In this paper, the authors do not raise the question of the origin of the language
and do not consider whether it is the result of random mutation or directional selection.
The authors are interested in studying the evolutionary process occurring within the
language itself and leading to changes in its composition.

The task of modeling a natural language

The task, with which any language modeling begins, is the modeling of the structure of
the language. In this direction, many fruitful attempts have been made, although some
issues still remain unresolved.

To design the model of natural language, one has to determine the crucial properties of
the language:

« semantics — the property of language to encode information about the surrounding
world;

« openness (productivity) — the property of language, through which an unlimited
number of different utterances can be constructed froma limited number of structural
units;

« cultural continuity — the general language ability is inherited at the genetic level,
but there is no specific genetic predisposition to mastering one or another language,
that is, different languages are inherited only through the mechanism of cultural
inheritance;

« relocatability — the language makes it possible to encode information not only about
events occurring in the location where the speakers are at the moment, but also
information about events in the past, the future, events in another place and even
information about events that cannot happen;

« discreteness — there are clear distinctions between the signs of the language;

« reflexivity — the property of language, through which the natural language can be
described using the natural language;
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« double division — the property of language, due to which, using meaningful structural
units, it is possible to construct larger meaningful structural units, and the smallest
significant structural units can be divided into even smaller ones that do not have
meaning;

« hierarchy - the existence of a hierarchy in the use of different structural units of the
language in the process of constructing utterances.

A natural language can be perceived as a system in the memory of a language user.
The language consists of elements and has a structure. This makes it possible to use
it for communication and information storage. Language is a communicative system,
therefore an element of the language system should be a certain unit that has a semantic
meaning. Such a unit can be a word.

In (Nolfi and Mirolli, 2010) language is represented by a semantic network, where each
word of the lexicon of the language user is a node of the network. The connection
between the two words means that these words are syntactically related. The set of
such connections defines all the syntactic relations in the language of the language
user. The structure of the syntactic network is described by an adjacency matrix, where
1 means the presence of a connection, and 0 - its absence.

In addition, speaking about the structure of the language, it is important to take into
account that the language has not only a semantic, but also an identification component.
Successful communication is possible only when the participants in the communication
process can accurately identify the information they receive, mark out and recognize
the semantic units and the connections between them. Verbal language has a phonetic
form, i.e. a number of selection factors affecting the language will be associated with
the features of reproduction and recognition of the sound series. In other words, each
semantic unit of language should have its own phonetic form, sufficiently different from
other phonetic forms of the language, so that the semantic unit can be unambiguously
recognized. A significant role is played by the features of the device of the hearing aid and
the auditory cortex of the human brain. In addition, the phonetic form of each semantic
unit must be such as to ensure its reliable reproduction. A significant role is played by
the structure of the articulatory apparatus and features of the structure and work of
the motor cortex zone associated with articulation. In addition, the connection between
the control centers of the reproducing and recognizing apparatus, without which the
communication process is impossible, imposes some restrictions.

The need to reproduce and recognize a large number of semantic units leads to the
appearance of double division, i.e. to the emergence of a set of phonemes, the combination
of which encodes each individual semantic unit of language.

The selection affecting the natural language will affect not only its semantic component,
ensuring the maximum adaptation of language users to the environment so that the




encoding of information about the environment by means of the semantic units of
language leads to the creation of the most effective behavioral strategies. The selection
will also affect the phonetic form of the language in such a way that the existing phonetic
system will allow to reproduce (for transfer) the semantic units of the language in the
most effective way, and also uniquely recognize them. In addition, it is necessary to
take into account the mutual influence of these selection factors. That is, the variety of
semantic units will affect the phonetic system: the more extensive is the set of semantic
units, the more effective the phonetic system must be in order to provide unambiguous
recognition and accurate reproduction. On the other hand, physiological limitations,
which do not allow an infinite expansion of the phonetic system, will affect the diversity
of semantic units.

Thus, in the process of studying the evolutionary processes occuring in the language, it
is necessary to take into account both the semantic and the identification components
of the natural language.

The task of modeling the inheritance process
of the language

The next task is modeling the inheritance process of the language. There are many
open questions. It is quite clear that language learning is based on data obtained
from an external language environment. Children who have been moved to a language
environment other than the language environment of their parents, acquire the
language that surrounds them, and have exactly the same abilities for the language
of their parents as other members of the language community. That is, there is no
correlation between genotype and abilities for a particular language. Nevertheless, one
of the most important features of higher animals is active learning. That is, the child,
learning various skills, including language, chooses, so to speak, what to learn, that
is, what to inherit. In fact, in this case it is difficult to talk about the independent choice
of a learner. Nevertheless, the process of language acquisition is influenced by many
factors (including those directly related to the learner), so that inheritance becomes
selective. Many specialists see the difference between linguistic evolution and biological
evolution in active learning. But in fact, active learning is replication with concomitant
selection. Modern research in the field of epigenetic processes shows that in biological
inheritance everything is also much more complicated than it seemed at first glance. As
a rough approximation, in the process of ontogenesis inherited features compete for the
opportunity to be fully realized. Taking this into account, it is possible to assume that
the processes of biological and linguistic inheritance are not at all different. Of course,
selection, affecting the language in the process of acquisition, is associated with the
biological base of the language that is with the structure and work of the brain — not
only particular, so-called language zones, but the whole brain in general, from innate
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primary instincts to complex skills acquired through training. Any process of recognition
of the stimulus and reaction to the stimulus requires a certain expenditure of energy. In
this case, not only the energy costs associated with some action are important, but also
the presence of positive reinforcement in response to the action. In addition, the human
body has well-defined physical limitations on the recognition of stimuli and the rate of
response to the stimulus, which also affects the process of the language acquisition.

Selection influences the language not only in the process of the language acquisition,
but throughout the life of the individual, changing not the structure of the language
(apparently), but its quantitative content and the priority of using certain elements of
the structure, which in turn affects inheritance of language by the next generation. At
this stage, the language is influenced by both external factors associated with social
processes, and internal factors associated with the functioning of the brain. Because
of the complexity of the organization of human society, it is sometimes difficult to draw
a line and separate external social from internal mental and psychological processes.
However one should not underestimate the influence of language on culture, and culture
on language.

A very important issue, closely related to all the previous ones, is the organization of
the language in the human brain. At the present stage of research there is no single
and clear answer to this question. A significant role in understanding how the language
was organized in the human brain was played by the so-called “grandmother’s neurons”.
This idea was first voiced as a comic story in the lectures of Jerry Lettwin. Its essence
lies in the fact that in the human brain there are neurons responsible for the person’s
memories of an object, event or phenomenon. And if it were possible to remove all these
neurons, then all these memories would be erased from memory. This idea is certainly
grotesque, but there is a rational grain in it. If there is information, then something must
encode it. So there must be functional units of code that implement the data carrier
features. If we talk about computers, then the functional units of machine code will be
0and 1. If we talk about the genetic code, then the functional units are four nitrogenous
bases — adenine, guanine, thymine and cytosine. For oral speech, you can distinguish
phonemes, for written speech — letters or signs, etc. From this point of view, speech
is considered not as an equivalent of language, but as a way of conveying information.

Traces of memory — groups of neurons and even individual neurons associated with
certain concepts, were discovered as a result of instrumental studies of the brain, such
as fMRI, PET and implantation of electrodes in the brain (in the process of detecting
the foci of epileptic activity). That fully corresponds to the theory of structural nodes of
MacKay (MacKay, 1987). Each such node as a group of neurons — it is entirely possible
that the non-neighboring, but related to each other with synaptic connections — encodes
a particular concept. In this case, it is likely that the same neurons can be involved in
several different groups and can play different roles in them. At the present stage of




research, the work on brain mapping has not been completed, but many successful
attempts are being made in this direction. As a result of the experiments, neural
structures responsible for coding individual concepts and words, possessing meanings
and pseudo-words (Kimppa et al., 2015), and structures responsible for solving problems
associated with the syntactic hierarchy were singled out (Friederici et al., 2011). We will
use the results of these studies as the basis of our model.

Statement of the problem

The goal of the work is to develop a software product modeling language evolution, which
can give a significant refinement for assessing the rate of change of language by creating
individual historical scenarios for the development of individual languages, language
groups and families. The existence of mutable parameters will help the specialist to set
the most suitable conditions for the scenario of language development.

For this, it is necessary to solve a number of theoretical and practical problems of
development.

The tasks set in this work:

« The development of a mathematical model of the evolutionary process occurring in
a natural language. This task includes a number of subtasks. Namely, the modeling
of the structure of natural language in the brain of language user; modeling
the language inheritance process, which in turn includes the task of modeling
the communication process, which consists of the generation of messages, the
transmission of messages, the receipt and processing of messages.

« Development of the project of the program system that is capable of modeling
the evolution of the natural language. This task includes subtasks related to the
development of the architecture of a software system based on a mathematical
model; choice of system development tools and software platform.

» Development of a prototype software system, its testing, and discussion of the
features of the prototype work with experts in the field of comparative linguistics.

Methods

To build a model of language evolution, we chose an ontological approach [Kleshchev
and Artemieva, 2000], which makes it possible to make the model modular. This, in
turn, will allow the model to be used to test various hypotheses of the evolution of a
natural language and quickly adapt it to new knowledge and data that appear in this
area literally every day.

The ontological approach allows us to describe arbitrarily diverse data and connections
between them without sacrificing the accuracy of the descriptions. In addition, this




approach allows us to unambiguously describe the terms, the relationships between
them and the constraints that exist in this field. In this study, we are dealing with at least
three important components: the neurobiological component necessary to describe
the structure of the language in the brain of the language user, and the acquiring
process (inheritance), the linguistic component necessary to describe the structure
of the language as a communication system, and sociological component, necessary
for describing the process of interaction of language users, as a result of which
communication links occurs. The terms defined by these fields of knowledge are rather
heterogeneous and require a clear definition of the relationships between them within
the framework of the task. The ontological approach allows to construct a hierarchical
structure of terms and links in such a way that this will allow to use it in future as the
basis of the architecture of the software system.

Model of ontology

We define the natural language of the species as a way of organizing and transmitting
information within a group of individuals of this species.

The idea of the model is that the language can be represented in the form of a resource,
consisting of a set of structural elements and distributed in the population of language
users. As a result of communication, the resource is redistributed, while for some
elements more copies are created than for others, so selection occurs.

To implement the basic model, we chose the following structural elements of the

language:

» words — sign-semantic units that have their own meaning and their own form, so
that when the form is violated the meaning is lost, and the constituent part of the
concept enclosed in the word cannot be expressed using part of the given word;

» types of words - tags or labels of words, characterizing the possibilities and
limitations of the use of words in the compilation of syntactic sequences;

+ sequences of types of words — syntactic structures, sequences;

» phonetic identifiers — tags or labels of words that unambiguously characterize them
for the recognizing and reproducing systems.

Population

The population has a set of characteristics on the basis of which the properties of
individuals are generated and distributed.

For the term population, the following basic parameters can be distinguished:

« number — the number of individuals in the population at each step of the simulation;
» social structure is a scheme of communicative connections of individuals in the
population, at each step of the simulation there can be only one social structure in
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the population, but during the simulation there can be a change of social structures
with a change in the communicative connections of individuals within the population;
+ types of activity — a set of activities of individuals that determine some of their
vocabulary;
« demographic dynamics - change in the population size during the simulation.

Individual

Native speakers (in the model - individuals) have a set of basic characteristics that
affect their behavior in the model, i.e. the number and quality of communication links,
the frequency of messages transmission, the process of processing messages. That, in
turn, affects the condition of other individuals.

For the term individual, the following basic characteristics can be distinguished:

+ age - a characteristic that reflects the duration of the existence of the individual
(measured in simulation steps in the model);

+ social status — a characteristic of the individual that determines the communicative
connections of the individual with other individuals (may change during the work of
the model);

+ occupation — characteristic of the individual, which determines some part of his
vocabulary;

« circle of communication — the set of individuals whom the given individual exchanges
messages with;

« coefficient of connectivity with other individuals — a numerical characteristic that
determines the frequency of the transmission of a message from one individual to
another;

+ threshold of understanding the words — percentage characteristic, which determines
the intuition of communication;

+ threshold of understanding the types of words — the percentage characteristic that
determines the intuition of communication;

+ threshold of understanding the sequences of types of words — a percentage
characteristic that determines the intuition of communication;

+ the (communicative) state of the individual — the state of the individual, reflecting its
role in the communicative process.

Language of the individual

The individual’'s language at every step of the simulation is represented by a set of
pairs of structural elements. Each pair consists of a structural element and its counter,
reflecting the number of occurrences of this element in messages received by an
individual before the current simulation step. In addition, the language of the individual
includes the ability of the language acquisition.
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Structural elements of the language:

« words;

« types of words;

« sequences of types of words;
+ phonetic identifiers.

In the set of structural elements of an individual’s language, two subsets can be
distinguished, in general, not coinciding with the set of all structural elements of a given
individual’s language. This is a subset of the active language and a subset of the passive
language. The inclusion into each of these subsets is determined by the value of the
threshold of inclusion into the subset (common for all structural elements of the given
kind of the given individual) and the value of the counter of occurrences of this structural
element in the messages received by the individual before the current step of simulation.

For the term language of an individual, the following characteristics can be
distinguished:

« the threshold for the entry of a structural element into the passive language;

« the threshold for the entry of a structural element into the active language.

Word.

The lexical composition of the language can be different for different model scenarios. To
implement this diversity, we propose to divide the vocabulary of the language into the
following main groups:

« basic vocabulary (analogue of the Swadesh word list);

« household vocabulary;

« professional vocabulary (related to labor, research, medical, military, political,
commercial activities);

« social vocabulary (related to social status);

« cultural vocabulary (associated with cultural phenomena such as poetry, stories,
etc.).

For the term word, the following characteristics can be distinguished:

» typeof vocabulary — the word belongs to one or another kind of vocabulary (may vary
during the simulation);

» the value of the occurrence counter — the number of occurrences of the word in the
messages that the individual received before the current step of simulation.

Types of words

The grammatical composition of the language can be different for different model
scenarios. But any grammar in this model always has the basic properties such as the
presence of grammatical roles of words. Grammatical roles in the model are denoted by
types of words, and types, in turn, are divided into the main groups of grammatical roles.
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For the term types of word, the following characteristics can be distinguished:

+ main group — object / action / relation (membership) / (adverbial) modifier of place /
(adverbial) modifier of time;

+ the value of the occurrence counter — the number of occurrences of the word type in
messages that the individual received before the current step of simulation.

Sequence of types of words

Grammar rules in the model are defined by a set of sequences of types of words, from
which statements of language are composed. The rules of grammar can be conditionally
divided into basic and extended, which reflects their prevalence and the possibility of
their use by individuals belonging to different social structures.

For the term sequence of types of word, the following characteristics can be

distinguished:

« type of rule — basic / extended;

« the value of the occurrence counter — the number of occurrences of the type
relationship in messages that the individual received before the current step of
simulation.

Phonetic identifier

The sound of a word in a model is specified by a sequence of phonetic identifiers. In
accordance with the characteristics of individual phonemes, phonetic identifiers in the
model can be divided into corresponding types.

For the term phonetic identifier, the following characteristics can be distinguished:

« type of identifier;

« the value of the occurrence counter — the number of occurrences of the phonetic
identifier in the messages that the individual received before the current step of
simulation.

Message

Amessage —an ordered set of words, built on the basis of a subset of the active language
of the individual in accordance to the grammatical rules of the individual’s language
and the rules for the occurrence of errors. The message is generated by the individual-
sender, transmitted to the recipient, processed by the recipient, on the basis of which its
language set is changed. Depending on the ability of the individual to intuitively perceive
and from his passive language set, the message can be understood, not understood or
partially understood by the individual. This characteristic determines the communicative
success, which further influences the existence of a communicative connection with the
individual who sent messages.
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For the term message, the following characteristics can be distinguished:

« the status of a message on its way from one individual to another — the message is
generated, transmitted, received and processed;

« the status of the message after processing by the recipient individual — the individual
can understand, partially understand or do not understand the message.

The terms in the model of the population of language users exchanging messages can
be represented by the diagram depicted in Fig. 1.

Discussion
Software system prototype

The mathematical model underlying the software system is developed on the basis of
the ontological approach and is described in the language of applied logic. In this paper,
a formal description of the model is not presented, it can be found in [Makusheva et al.,
2017].

The project of the software system is developed; it includes a detailed description of its
architecture and operating principle. Fig. 2 shows the architectural-context diagram of
the software system.

The system consists of the following subsystems:

« Subsystem of data management. This subsystem is responsible for entering model
parameters via the interface or from a file, and also for storing sets of modeling
parameters in the form of profiles in a text file. After loading the data from the file, the
subsystem checks it for errors and, in the absence of errors, processes it for further
use by the program. Also, this subsystem is responsible for storing the results in a
tabular or graphic file.

« The subsystem of modeling the evolutionary process. This subsystem generates
data in accordance with the modeling profile, and then calculates the state of the
model population of language users using the step-by-step method based on the
parameters specified in the modeling profile.

The population of language users is a group of agents (individuals) possessing a language
resource that they can transmit to each other. The population can reach several tens of
thousands of individuals, thus it is not possible to manually enter the properties of each
individual. To form a population of individuals with a common language, the user enters
the values of the properties of the entire population and the language properties of
the population, and the program system, based on this data, and then generates the
parameter values for each individual. At each step of the simulation, individuals selected
on the basis of the specified parameters exchange messages, as a result of which their
individual language changes. In addition, individuals can “die” and “be born” and this
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Fig. 2. Architectural Context Diagram of the Language Evolution Modeling System

changes the composition of the population. As a result, the composition and distribution
of the language resource in the population is changing.

« Asubsystem for presenting simulation results. The subsystem is designed to display
the results in tabular or graphical form. The results can be displayed on the monitor
or on the printer, and also saved to a file.

As a method for implementing a prototype, an integrated environment developed by
Microsoft Visual Studio was chosen, with C ++ programming language being used. The
prototype is implemented as a console application. This application generates model
data, converts them according to the rules described in the mathematical model,
and writes the result to a file. To verify the correct work of the prototype, tests were
conducted with different initial data. In addition, an experiment was conducted, during
which the distribution of language structures in the population of individuals that arose
as a result of communication was modeled. In fact, this prototype is a “toy” that allows
for evaluating the possibilities and limitations of the modeling system. This, in turn,
allows experts to make the necessary adjustments, specify the research tasks and
formulate requirements for the design of further experiments.
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The developed prototype was discussed with experts in the field of linguistics. As a
result, the problem of modeling phonetic changes that occurred in the English language
in different historical periods was formulated. The aim of this simulation is to evaluate
the contribution of various factors (neurobiological, physiological, linguistic, and social)
that affect the selection process.

Conclusions

This work can be attributed to the direction in the evolutionary modeling of «Artificial
Life». Such models allow to determine the factors influencing the evolutionary process,
and to assess the degree of influence of these factors. In addition, such systems make
it possible to conduct model experiments in those cases when a full-scale experiment is
impossible. The authors hope that the developed system for modeling the evolution of
natural language will make it possible to classify neurohiological, physiological, linguistic
and social factors influencing the formation of a natural language, to determine their
interrelations and mutual influence, which as a result will lead to a deeper understanding
of the nature of the language and its role in the process of socio-cultural development
of civilization.

To achieve these goals, it is naturally necessary to further develop the model, complicate
the structure of the program system and discuss experiments with linguists.
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Community structures
and character network dynamics
in War and Peace

Daniil Skorinkin, National Research University Higher School of Economics

Abstract

This paper applies network analysis to the study of character system and character dynamics in
War and Peace by Leo Tolstoy. We employ graph theory to create a formal measureable model of
character system and explore it both statically and dynamically. We then use this model to test
two literary hypotheses concerning War and Peace. The first hypothesis is about the community
structure of the novel. We test the assumption that network representation of character
interactions in the novel can be easily clustered into communities of characters representing
families, military units and other meaningful and interpretable groups. The second hypothesis is
about the war versus peace antithesis that gave the novel its famous title. We try to measure the
disruptive impact of war on social interactions within the novel using standard measures from
graph theory, such as network density, diameter, average node degree and so on. The results
seem to open up certain perspectives for quantitative analysis of literature with help of network
analysis.

Introduction

Literary network analysis is a branch of digital literary studies that applies methods
of network science to the study of literature. The rise of literary network analysis is
commonly associated with the works of Franco Moretti, who provided the philological
rationale for this sort of digital formalism in [Moretti 2011] using Shakespeare’s Hamlet
as a showcase. However, there is also substantial amount of earlier research dedicat-
ed to network analysis of literary work. In [Schweize ® Schnegg 1998] anthropologists
analyze the network of characters in Simple stories, a contemporary novel by Ingo Shulz
depicting life in the former GDR after the unification of Germany [Alberich et al. 2002] ex-
plore the vast network of Marvel comics characters, extracted automatically from a total
of 12942 comics issues. The authors apply theoretical apparatus from graph theory (see
‘theoretical framework’ below), namely network density, clustering coefficients, average
node degree, average path length and other formal metrics of the resulting network.
This study demonstrates that fictional networks are structurally similar to the social
networks of the real world and can be investigated with help of standard approaches
from social network analysis. In a follow-up study of the same Marvel universe [Gleiser
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2007] all characters are additionally classified into heroes and villains, which enables
authors to speculate on Marvel’s marketing techniques [Gleiser 2007] demonstrate that
most heroes are connected to each other within one huge connected component of the
network, whereas villains do not form a unified group. This, the authors suggest, could
result from Marvel’s attempts to popularize new and yet unknown characters by pairing
them with older well-known superheroes, such as Captain America or Superman. Other
early network-related research includes several analyses of Shakespeare’s plays [Stiller
et al. 2003; Stiller ® Hudson 2005], analysis of community structures in Les Miserables
[Newman ® Girvan 2004], comparison of rural and urban networks in XIX century British
novels [Elson et al. 2010]. Finally, speaking of pre-Moretti studies on literary network
analysis, we would like to note one little-known work by a Soviet literary scholar V.
Sapogov [Sapogov 1974], which contains highly formalized analysis of character co-ap-
pearances in The Forest (Les) by Alexander Ostrovsky. This study can be viewed as a
precursor to modern literary network analysis.

After [Moretti 2011] a lot more research on literary network analysis came around. Stud-
ies like [Trilcke et al. 2015; Trilcke et al. 2016; Fischer et al. 2017] employ network anal-
ysis to large-scale digital exploration of drama (in a way following Moretti’s lead with
Hamlet). Dramatic text with its inherent structure (acts, scenes, speeches) naturally
becomes an easier target for automated network extraction and analysis. Some results
include the fact that comic networks appear to be statistically denser than tragic ones,
and the potential of network formalization to capture differences between specimens of
different literary movements.

Unlike drama, prose usually lacks well-defined formal structure and therefore poses
bigger challenges when it comes to network formalization and analysis. Nevertheless,
there is a lot of new research on network analysis in prose. Some specimen include
[Agarwal et al. 2012; Lee R Yeung 2012; Agarwal et al. 2013; Bodrova ® Bocharov 2014;
Ardunay ® Sporleder 2014; Lee ® Wong 2016; Grayson et al. 2016].

Theoretical framework

Graph theory

The theoretical framework for this study lies in the domain of graph theory. The
practical field, which makes use of this theory, is also known as network analysis or
network science. A network (or graph) is essentially a set of objects (nodes, vertices)
and connections (edges, arcs) between them (see sample graph of literary characters
infig. 1).

This simple yet powerful formalismis used in a wide spectrum of research areas ranging
from physics to political science. The reason for such universality is that so many things
can naturally be formalized as a set of nodes and edges: from molecules and proteins
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Fig. 1. Sample graph of literary characters

to geographical objects, transportations systems, societies, information channels and
digital entities. Graph as a scientific abstraction is both a mathematical object suitable
for formal analysis and a powerful means of data visualization and visual exploration.
Smaller graphs are easy to layout and explore with the naked eye; however, there is a
range of mathematical methods of network exploration which include various formal
metrics for the relative importance of nodes (node degree, betweenness centrality etc.),
methods of structural analysis of the whole network, and algorithms for community
detection.

Important terms

Node degree — the number of connections each node has to other nodes. E.g. in fig. 1
Natasha Rostova has node degree 3, Pierre’s degree is 4, and the average degree for all
nodes in the network is 2,3.

Weighted graph - a graph that has weights on its edges. Depending on the exact for-
malisation, weights can represent strength, intensity, frequency or other properties
of the connection between nodes. For instance, in a social communication network
weights could be the frequency of communication between two individuals. An example
of weighted graph is shown in fig. 2 (note the numbers on the edge lines that represent
weights).

Weighted node degree — node degree (see above) with edge weights taken into ac-
count. E.g. in fig. 2 Natasha'’s weighted degree is 3 (2+1).

Shortest path length - the minimal number of edges between two nodes. Calculating
this for all pairs of nodes in the graph and dividing by the number of pairs gives average
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Fig. 2. A weighted graph for six War and Peace characters

path length of the entire network (it tends to be small in tight-knit strongly intercon-
nected communities).

Density - the ratio of the number of edges in a graph to the maximum possible number
of edges (which is if every node was connected to every other node).

Graph clustering — automatic community detection in a graph. Most community de-
tection algorithms look for the easiest ways to split graph into separate subgraphs or
attempt to find groups oa nodes that have many connections between each other and
only few links to other nodes.

Network analysis of War and Peace:
statement of the problem

We use network analysis as a research instrument to investigate character space and
plot dynamics in War and Peace by Leo Tolstoy. The novel is undoubtedly one of the
most influential fictional texts ever written in Russian, as well as one of the largest. The
system of characters in War and peace is complex and evolving, which suggests it might
be interesting to model it as a network and apply methods of network analysis. We use
network theory to test a couple of literary hypotheses or just assumptions concerning
the novel and its character space:

Assumption: the character space of the novel naturally clusters into groups: main
families, different army units (and headquarters), political circles etc.

Grounds for the assumption: Tolstoy scholars often point out the importance of family
unions in the novel (see e.g. [Bocharov 1971]), as well as the temporary family function
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of the Pavlograd hussar regiment for Nikolai Rostov. It might be interesting to find out
whether these unions can be registered formally in the same way communities are
detected in the real-world networks.

Test: build a network of character interactions, apply network clustering algorithm

Assumption: the war-related parts of War and peace exhibit measurably different social
dynamics than the peace-related ones;

Grounds for the assumption: the symbolic antithesis of War and Peace was what gave
Tolstoy’s novel its title; notable Tolstoy scholar G.S. Morson suggests that this antith-
esis is the ‘central opposition’ of the book, adding that “the salon and the battlefield
represent the extremes of order and chaos - of ‘peace’ and ‘war’ — in War and peace”
[Morson, 1987, p. 97]. We would like to know if this opposition is reflected in the intensity
of social interactions within the novel. This is especially interesting since Tolstoy is said
to have preferred describing individual war experience [Morson, 1987, p. 99], such as that
of prince Andrey at Austerlitz or Nikolai at Schon Grabern and Ostrovna. Also, [Trilcke et
al. 2015a] show that for centuries comedy and tragedy have been consistently different
in the densities of their networks. This might be an indication that density and other
network measures might capture certain aspects of social dynamics in fiction.

Test: extract character networks for compatible segments of the novel that describe
either peacetimes or war; measure network metrics (see ‘theoretical framework’ above)
and check if changes in these correlate with the segment being predominantly peaceful
or predominantly about war.

Network extraction method

Formalizing nodes and edges

To convert any text into network, one must first formalize nodes and edges of that
network. In most literary network analysis works the nodes represent all or some
characters' of the work(s). In our case we limited ourselves to the set of characters
available on Wikipedia [Wikipedia list of War and Peace characters]. Formalisation of
edges is usually more complicated. They are typically expected to reflect some sort
of relations or interactions between characters. There are two main approaches to
operationalizing such formalisation.

1. The most simplistic approach suggests that characters somehow ‘interact’ if their
mentions co-appear within a ‘text window’ of a certain length (e.g. one sentence or 15
words). To filter out purely accidental co-appearances we might only take into account
the connections that repeat at least N times.

' [Lee ® Yeung 2012] in their network analysis of the Bible use both characters and geographic entities as

network nodes.
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2. More complex set of approaches consists in trying to extract interactions or relations
from text employing natural language processing techniques. This might involve
syntactic parsing, rule based or statistical information extraction methods, extraction
of direct speech and dialogues from text and so on.

Since connections between characters are registered repeatedly in different parts of the
text, we can use the number of these repetitions to make our graph more informative.
We encode the number of connections between each pair of characters as the weight of
the edge (see ‘theoretical framework’ above for more information on weighted graphs).
In our visualisations thickness of edges is proportional to edge weights. Edge weights
are also accounted in the community detection algorithm we employ.

Evaluation of networks

One could also use a hybrid approach combining both strategies. To determine the
best method for our case we created a hand-coded ‘gold standard’ of 20 chapters
where character interactions were marked up manually. Our first approach was based
on character co-occurrence within one sentence. The second approach depended on
syntactic structures indicating an interaction between characters. For this second
approach we recorded an interaction each time two characters together filled slots
within one predicative frame (e.g. “Berg gave his arm to Véra” or “Natdsha’s wedding to
Bezukhov”). We then tested different network extraction techniques against our ‘gold
standard’, using standard metrics of precision, recall, and F-measure. The results are
shown in the Table 1 below.

Table 1. Performance of different network extraction approaches

Co-occur- Co-occur- Co-occur- Co-occur- Co-occur- Syntax-
rence rence rence rence rence based
within one within one within one within one within one interaction
sentence, no | sentence, sentence, sentence, sentence, extraction
frequency requires at requires at requires at requires at
filter least 2 co-oc- | least 3 co-oc- | least 4 co-oc- | least 5 co-oc-
currences to |currencesto |currencesto |currences to
create edge |createedge |createedge |create edge
Precision 40,5% 57,1% 71,8% 76,7% 77,3% 78%
Recall 68,9% 59,4% 37,8% 31,1% 23% 52,7%
F-measure 51% 58,3% 49,6% 44,2% 35,4% 62,9%

As one would expect, the crude co-occurrence approach performs the worst in terms
of precision (40,5%), yielding a lot of false positive results (i.e. redundant connections).
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Precision of co-occurrence approach can be increased by introducing a filter and only
taking into account those co-occurrences which repeat at least N times. With N = 2 this
gives a hig improvement in precision that surpasses the ensuing drop in recall, resulting
in a better overall F-measure. However, syntax-based approach turns out to be the most
precise method (78%), and while it loses some points in recall to the less-strictly filtered
versions of co-occurrence method, it still has a better overall F-measure (62,9%). The
best total outcome, though, is produced from the combination of the two approaches
and a co-occurrence filter with N = 3 (67,6% F-measure, see Table 2):

Table 2. Performance of combined network extraction approaches

Syntax based + | Syntax based +|Syntax based + | Syntax based + | Syntax based +

co-occurrence, | co-occurrence, | co-occurrence, [ co-occurrence, | co-occurrence,

no filter filterwithN=2 |filterwithN=3 |filterwithN=4 |filter withN=5
Precision 41,4% 58% 72,3% 76% 77,1%
Recall 71,6% 69% 63,5% 60% 59,5%
F-measure 52,5% 63% 67,6% 0.67% 67,1%
Discussion

Static network analysis

Now that we have established the optimal method for network extraction, we can finally
proceed to network analysis. In this section we combine visual analysis and the methods
of graph theory described in the ‘theoretical framework’ above. The visualisations are
made using force-based graph layout algorithm, and the size of nodes corresponds to
weighted node degree. The entire network of characters is shown in fig. 3.

From the visual analysis of this network, one can immediately distinguish the big
community of military commanders grouped around the Russian commander-in-chief
Mikhail Kutuzov (fig. 4).

However, it is hard to visually detect any more distinct communities. To test our first
assumption, let us apply clustering algorithm. We use modularity clustering [Blondel
et al. 2008] to cluster our network into communities. The results are shown in the fig. 5
(communities are color-coded and numbered).

The resulting community structure corresponds to our knowledge of character groups
and interactions in War and peace. Most groups are easily interpretable. Community #0
obviously contains the so-called ‘Rostov world” — Natasha, Sonya, Vera, old count llya
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Fig. 3. Network of named characters in War and Peace

Rostov, countess Natalya Rostova and her cousin Piotr Shinshin, plus the representa-
tives of old muscovite nobility grouped around the family. Community #1 is the army cir-
cle of Nikolai Rostov combined (through Denisov) with the guerrilla unit from the fourth
volume of the book. Being able to detect this community is especially valuable since it
is actually explicitly stated in the book that for Nikolai “the whole world was divided
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into two unequal parts: one, our Pavlograd regiment; the other, all the rest”. Community
#3, the biggest of all, consists almost entirely of the military commanders, Russian and
Austrian/Prussian allied generals. This community also contains French marshal Murat,
whose link to Kutuzov is somewhat tentative: there is no direct interaction, but the
Russian commander mentions Murat several times, and at certain points they are sim-
ply mentioned together by Tolstoy in his descriptions of battles. Community #4 includes
the two emperors, Alexander | and Napoleon, together with the messengers (Dolgoru-
kov, Michaud) through whom they communicate, and some of their closest companions
(Volkonsky, Berthier). Community #7 basically unites the inhabitants of the Bald Hills,
Bolkonsky family estate. It also accidentally includes Anatole due to his visit to the Bald
Hills with his father in an unsuccessful attempt to marry princess Marya.

At the same time, it is obvious that when we attempt to analyse the entire network
of such a big novel, we run into problems. [Moretti 2011] points out that conversion of
Hamlet into network turns time into space, which makes it possible to compress “four
hours of action” into one picture. However, War and peace is much larger than Hamlet, it
contains more subplots, scene changes and is generally bigger in every way imaginable.
Such a radical compression leads to the overlap of information from different parts
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Fig. 5. Community detection in War and Peace. Node colors and numbers represent
communities

of the plot. The results of such overlap are clearly visible in community #5. It unites
such characters as Platon Karataev, Helene Kuragine, Anna Drubetskaya, freemason
Villarsky, Kirill Bezukhov and general Davoust. Obviously, the only thing that connects
this diverse set is their link to Pierre, but in each case the nature and circumstances
of this connection are very different. Here we encounter a fundamental inability of the
static network to encode the dynamics of the plot. One solution to this problem is to
analyse network dynamically.
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Dynamic network analysis

For dynamic network analysis we used the original split of the novel into 15 parts (often
called ‘books’ in English translations) and two epilogues'. The limits of this paper do not
permit us to analyse them all. Therefore we limit ourselves to the analysis of the first four
parts of War and peace. This selection is enough to demonstrate that analysing novel by
parts gives a clearer view on community structure and protagonist development. Fig. 5
presents network of the first part of the novel.

The most central character in this part of the novel is Pierre, which is an expected result.
In Saint-Petersburg, Pierre is the catalyst of event at Anna Sherer’s soiree and then it
is through his eyes that we view Anatole’s and Dolokhov’s shenanigans; in Moscow, he
is present at the Rostov’s name day, and then he becomes the centre of intrigue around
the legacy of his father, count Kirill Bezukhov.

As for community structure (color-coded in fig. 6), it is much clearer here than in the
densely compressed network of the entire novel (fig. 3). Community #0 contains the
younger generation of the Rostov family, as well as Vera’s future hushand Berg and
Julie, whose brief period of supposed intimacy with Nikolai drives Sonya mad. Other
communities include the older generation of Rostov family together with their Moscow
circle (#2), the Bolkonsky family (#3, includes Hyppolite because of his persistent flirting
with Lise), Anna Sherer’s beau monde circle (#4). Anna Mikhailovna’s frantic activity
related to the Bezukhov legacy and to her own son’s military career makes her the
second most central character of this part, and results in formation of a separate ‘Pierre
plus the Drubetskoy family’ pseudo-community.

Unlike the peaceful first part of War and Peace, the main events of the second part of
the novel take place in the army during the War of the third coalition. This is visible in the
network structure (fig. 7).

The two main groups are the army headquarters, where Andrey Bolkonsky serves as
Kutuzov’s aide-de-camp, and Nikolai Rostov’s Pavlograd hussar regiment. This network
is generally smaller and simpler in structure, reflecting the plain hierarchy and Spartan
communicative austerity of military life depicted in the novel.

The third part of the novel is possibly the most diverse in terms of different chronotopes.
Tolstoy portrays Russian army and military command in Austria, Rostov family in
Moscow, Pierre, his marriage to Helene and his life with the Kuragin family in Saint-
Petersburg, and Bolkonsky family in the Bald Hills. This diversity is obviously reflected
in the network (fig. 8):

' In the version of the novel that has become canonical in Russia these parts are additionally grouped into
four volumes (3-5-3-4). However, this division appeared only in the second edition of the novel circa 1873,
and is not familiar to most English readers, who are more accustomed to the ‘15 books plus 2 epilogues’

structure.
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Fig. 6. Network of named characters in the first part (book one) of War and Peace

Anekcapap | - 0

Hatawa Rectoea - 1

HanoneoH - 0

Fig. 7. Network of named characters in the second part (book two) of War and Peace

Community #0Q is a reflection of the military and political subplot of this part; community
#1 is made up of Anna Sherer, the Kuragin family and Pierre whom they effectively
abducted into marriage; community #2 represents the Bald Hills cluster together
with Anatole, due to his visit to Bolkonsky’s in an attempt to marry princess Marya;
community #3 is the ‘Rostov world’.
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Fig. 9. Network of named characters in the fourth part (book four, or or the first part
of the second volume in the canonical Russian version) of War and Peace

The fourth part of the novel (book four, or the first part of the second volume in the
canonical Russian version) is largely focused on Nikolai Rostov’s home leave in Moscow.
This involves the development of his relations with Sonya, conflict over her with
Dolokhov and a catastrophic card loss, Denisov’s affection for Natasha (ending with his
proposition being rejected), and Pierre’s duel with Dolokhov, in which Nikolai took part
as a second. Smaller fraction of part four is dedicated to the events at the Bald Hills,
where the Bolkonsky family receives a note about prince Andrey’s supposed death, but
he turns up alive to witness his wife dying in childbirth. Both lines are visible in the
network community structure (fig. 9):
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While there is a lot more in the remaining networks for further parts of War and Peace,
these four seem sufficient to demonstrate the potential of network analysis for detect-
ing community structures in the novel and — speaking more broadly — for modelling the
character system of a large fictional text.

Dense networks of peace

Our second hypothesis was that networks reflecting ‘peaceful’ parts of the novel differ
in structure from those of the ‘war’ ones. We test it by calculating network metrics
for each of the 15 main parts of the novel and the first epilogue and measuring their
correlation with the share of the peaceful chapters in each part. The network metrics we
apply include network density (see ‘theoretical framework’ above), network diameter,
average node degree, average weighted node degree, average path length. Table 3
contains the Pearson’s correlation coefficients for each metric.

Table 3. Correlations between network metrics and the shares of peaceful chapters

Pearson's correlation coefficient with the share

Network measure ;
of peaceful chapters in part
Density 0.805
Diameter -0.504
Average path length -0.487
Average degree 0.663
Average weighted degree 0.72

Network density appearstohaveastrongpositive correlation (0.8) with the ‘peacefulness’
parameter of the part of the novel, as well as the average weighted degree (0.72). This
means that these parts tend to have more and stronger connections per one node, which
indicates more intense social interactions. Negative correlation of diameter and average
path length support the same hypothesis, as this means that segments describing war
nodes are generally further from each other, i.e. the ‘wartime’ communities are sparser
and less tight-knit.

Conclusion

We employed network analysis to model character system of War and Peace by Leo
Tolstoy and used this formal abstraction to test certain assumptions (hypotheses)
about the novel.
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First, we tried to find out whether the network model of the novel’s character space
can be clustered into meaningful communities. The result we achieved here is largely
positive. Even in the whole network that compresses a variety of data from all the
361 chapters of the novel we could automatically detect interpretable communities:
the Rostov world, the military command, the Nikolai Rostov’s circle. We also showed
that analysing parts of the novel separately gives even better results when it comes
to community detection, as the networks are not so overloaded with information from
different parts of the plot.

Second, we attempted to measure the structural difference in networks depending on
whether they describe war or peaceful events. This antithesis is crucial for Tolstoy’s
novel, and showing that this opposition is reflected on the level of character space
structure could provide new insights on the great writer’s literary technique. We
used formal network measures which in certain ways reflect the connectedness and
the intensity of interactions in networks. Some of these networks, such as density,
were already reported [Trilcke et al. 2015a] to be a distinguishing feature for literary
genres. Our results also show that ‘peaceful’ networks in War and Peace have a strong
statistical tendency to be denser than the ‘wartime’ ones. They also have a bigger
average weighted node degree and smaller diameter and average path length — all
these things indicate more intense interactions and more interconnectedness in general.

Overall, both our experiments show that network analysis has potential as a method
of digital literary research. Taking into account recent advances in natural language
processing which allow greater and more precise operationalization and extraction of
networks from unstructured texts, this opens up perspective for quantitative analysis
of literature on a much larger scale.

The article was prepared within the framework of the Academic Fund Program at the
National Research University Higher School of Economics (HSE) in 2017 (grant N2 17-05-
0054) and by the Russian Academic Excellence Project «5-100».
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YK 911.5/9

OcobeHHOCTU co3gaHUA

ceTeBbiX uctopmyeckux NMC
(Ha npuMepe npoekKTa «lll NlocynapcTBeHHasa ayma
Poccuinckon nmnepun»)

E.B. bapaHoBa, banTuiickuin degepanbHei yHBepcuTeT UM. W, KaHTa

AHHOTaUuUA

MccnepgoBaHve npepnonarano cosfjaHne reonHdopMaumoHHo cuctemsl (MC), KoTopana no-
3B0Ma bbl 0T06Pa3nTb Ha KapTe PoccuiicKoi MMNepun BarHeNLLINE XapaKTepucTUKN n3bunpa-
TesIbHbIX MPOLIECCOB, COMPOBOMAABLLMX BbIGOPLI B [OCYAapCTBEHHYI0 AyMy POCCUMICKON MMMNepuim
TpeTbero co3biBa. OCHOBHLIM METOAOM 1A NOyYeHNA NPOCTPAHCTBEHHBIX AaHHbIX 06 31eKTo-
pasbHbIX NpoLeccax cTaan MeTobl MPOCTPaHCTBEHHOM BU3yanu3aumm U aHanm3a Ha KapTorpa-
duryeckol ocHoBe. B 4acTHOCTKW, MeTodbl MPOCTPAHCTBEHHOrO pacnpefeneHna U HanoKeHus
[JaHHbIX M0 aAMVHUCTPATUBHO-TEPPUTOPUANbHBEIM eanHULaM (fybepHuaM) Poccuitckoin nmne-
pUK, CO30aHMA Ha OCHOBE 3TOr0 KapT M KapTOrpaMM, oTparKaloLLMxX COOTHOLLEHME NoKa3aTenen
coumanbHO-3KOHOMUYECKOro COCTOAHMA U COLMOKYLTYPHBIX XapaKTepUCTUK U pe3y/bTaToB
3/1eKTOPasIbHbBIX MPOLIECCOB Ha YpOoBHe BLIGOPLLMKOB 1 AenyTaToB Npu Buibopax B [ocyaapcTeeH-
HYI0 OyMy TpeTbero co3biBa. [eonHPopMaLMOHHbIe CUCTEMbI MO3BOIAIOT YCTaHOBUTL TEPPUTOPU-
anbHoe pacnpefeneHne obLecTBEHHO-MOIMTUYECKUX HACTPOEHWUIA 1 NMPeanoYTEHM, METO0B
n3bupaTenbHon 6opbibl PA3MYHBIX MAPTMIA U MOANTUYECKIMX C1n Poccum, BLIABUTH B3aMMOCBA3N
MOAMTUYECKUX MPYNM B LIeHTPe 1 Ha nepudepum MMNepum, yCTaHOBUTb METOAb! U CTeMNeHb BnA-
HWA BNacTel Ha xof 1 pe3ynsTaThl Beibopos B I dymy.

KnioueBble cnoBa:

Poccuitckana nMnepuA, reovHGOpPMaLIMOHHBIE CUCTEMBI, 3MIeKTopasbHble npoleccsl, focyaap-
CTBEHHaA AyMa.

Llenblo Hallero npoeKTa ABMANOCH PETPOCMIEKTUBHOE M3yYeHMe 31eKTopasibHbIX Mpo-
LeccoB MeTodaMu reoMHPOPMaLMOHHLIX cucTeM. ViccnedoBaHue npednonarano co-
30aHne reoMHPOPMaLIMOHHOM CUCTEMBI, KOTOPaA Mo3BoNMMNAa bl 0TO6Pa3UTL Ha KapTe
PoCCUMCKOM MMMEepUM BarHeNLWMe XapaKTepUCTUKN M3bMpaTesbHbIX MpPoLieccoB, Co-
MPOBOM AABLUMX BbI6OPLI B [0CYAapcTBEHHYI0 AyMy POCCUIMCKOM MMMepun TpeTbero co-
3biBa.
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MpoeKumA xoda 1 pe3ynsTaToB BLIBOPOB Ha KapTy MO3BO/MMA MO-HOBOMY OXapaKTe-
p130BaTb 0CO6EHHOCTU MONMTUYECKOrO NpoLiecca cTabunmsaumnm rocyaapcTBeHHOM Cu-
CTeMbl B 3M0Xy TpeTbenioHbCKON MOHapXmK. [eonMHGOpPMaLMOHHbIE CUCTEMBI ABNAIOTCA
3QdeKTUBHLIM CpeCcTBOM M3yYeHUA MCTOYHMKOBOKM Ba3sbl 3/1eKTopanbHOro npoecca,
OHW MO3BOJIAIOT YCTAHOBUTL TeppUTOpManbHoe pacnpefesneHne obLecTBeHHO-MNOMM-
TUYECKNX HAaCTPOEHWUI 1 NPeanoYTeHMn, MeTo40B 13bunpaTensHo 6opbbbl PasIMYHBIX
napTUii 1 MOAUTUYECKMX cun Poccmn, BbIABUTL B3aMMOCBA3W MOAUTUYECKMX FpyMn B
LieHTpe 1 Ha Nepudepun MMNepuK, yCTaHOBUTb METOAbI M CTEMEHb BAVAHWA BNAacTen Ha
XOf M pe3ynbTaThl Bbibopos B I dymy.

B M1poBoi1 McTopuorpadun CRoMMIOCs TPY HOSIbLUMX HAaNPaBIeHUA NMPYMEHEHWA UCTO-
pudeckunx MC. K nepBoMy HampaBneHWio OTHOCATCA pPaboTbl MO arpapHoi McTopum
1 MCTOpUYecKon skonorn. BTopoe HanpasneHne COCTaBNAOT UCCIeA0BaHWA, CBA3aH-
Hble C TaK Ha3biBaeMoW reoBu3yanmnsaumelnt — peasMcTUYECKOM PEKOHCTPYKLMEN NCTO-
PUYECKOro COCTOAHMA OKpyMaloLler cpefbl onpefenieHHoN MecTHOCTW, MPUYEM 370
HeobA3aTeNbHO NPUPOdHLIA NnaHAWwadT. TpeTbe HanpasfieHue COCTOUT U3 MHGPaCTPYK-
TYPHbBIX MPOEKTOB, KOTOpble HauenmBaloTcA obnerunTb Ucnonb3oBaHne MC B nctopu-
YecKoM mccnefoBaHnn. FeoMHGOPMaLIMOHHBIE CUCTEMbI — 3TO HE MPOCTO MHCTPYMEHT,
CMOCO6HLIN caenaTh U3y4eHne CTOPUM HaMHOro 3G GeKTUBHEE; Mo MHeHWI0 Npodecco-
pa yHuBepcuteTa Aigaxo Oy3sHca, MC cnocobHbl paclumpuTs NpeacTaBieHns ob ucTo-
pUYecKoM npoliecce BoobLLe, NprbIn3KB ero NoHNMMaHe K chopMynnMpoBaHHol B Iy xe
®. Bpofens KoHUenumu rnobanbHo, AMHAMUYECKON, HeNIMHENHON NCTOPUYECKO Ch-
CTeMbl reorpaguyecKnx NPOCTPAHCTB, Pa3BUBAIOLLMXCA BO B3aMMOCBA3M APy C OPYIroM.
MpedMeTHbI aHanM3 paboT, BbIMOSHEHHbBIX C UCMOSIb30BaHNEM MeoMHbOPMALIMOHHLIX
TEXHOJOM WA, MOKa3bIBaeT JOMUHMPOBAHME UCC/Ie[0BaHW B 061acTy B3anModencTBuIA
YenoBEeKa M OKpyatoLLlen cpeqbl'.

B HacToALlee BpeMA B MeXAyHApOOHOW 1 0TeYEeCTBEHHON MCCe0BaTeIbCKOM MpaK-
TUKE B MyMaHUTapHOW 0611acTi M3yYeHne MPoLIoro M HAcTOoALLEro n3bupaTesbHbIX
MPOLIeCCOB, a TaKKe X pe3y/bTaToB 0CYLLECTBAETCA Ha OCHOBE MEXANCLMMIIMHAPHBIX
NMoaxodoB M METOAOB, MOMUTUKO-reorpaduyecKoro aHanmsa, npedycMaTpuBaloLLmx
LLUMPOKOe MpUMEHeHWEe reoUHGOPMaLIMOHHBIX CUCTEM U TEXHOMOMWIA ANA OpraHmn3aLmm
nHbopMaLmm, ee 06paboTkm 1 BM3yanmsaumm (H.Metpos, B. Konocos, A. MNepeneuko,
A. TutroB)?. K npuMepy, B TpyAax no UCTOPUM AyMCKMX BbIBOPOB B AOPEBOSIIOLUMOHHON
Poccum naet peyb 0 HeobxoaMMocTK yueTa reorpaduyeckimx yCioBuiA M 0CObeHHOCTEN,
XapaKTepu3ytoLWwmx 3Tu npouecckl U ux pesynbtatsl (H. CenyHckasa u P. TowTteHaans,
M. KnpbaHoB, A. TUTKoB).

[nA peannsaummn HacToALLEro NpoeKTa UCMosb3yITCA NoAX0Abl M MeTOdbl, ONMpPatoLLM-
eCA Ha KOHLeNuUMio coumasbHO-TMOoNMTUYECKOW CTPYKTYPLI reorpaduyeckoro npocTpaH-
CTBa, KOTOPas, B CBOK 0Yepefib, OPUEHTMPOBaHa Ha yYeT AVHAMMKK, MPOCTPaHCTBEH-
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HO-BpeMeHHbIX, TepPUTOPUATbHBIX U aAMUHUCTPATVBHO-TEPPUTOPHAbHBIX GaKTOPOB
n36MpaTesibHbIX MPOLECCOB, @ TaKMKe VX pe3yssTaToB.

MHoroobpasue 1 pa3HoxapaKTepHOCTb MOBUM30BaHHBIX CBEEHMA O BEIBOPHOM Mpo-
uecce noTpeboBanu rny6oKo MpopaboTKM CTPYKTYPbl 6a3bl AaHHBIX, BKloYas afanTa-
Um0 GopM MHOMOYPOBHEBBIX IPYMMMPOBOK AOPEBOIOLMOHHONM CTAaTUCTUKM K dopMaTam
PenALUMOHHON 6a3bl AaHHbIX. B cuy 3HaUMTENBHOMO 06beMa MCXOAHbLIX AaHHbBIX MoTpe-
foBanacb MoO6UAM3aUMA rpynMbl CTYAEHTOB U aclMPaHTOB, KOTOpbIE B paMKax paboTsl
HaZ CBOVMMU y4ebHbIMM MPOEKTaMM CO34anM U 3anonHMAM 6a3y JaHHbIX, CoAepaLLlyto
cBefeHuWs o xoae Bbl6opos B |Il TocynapcTeeHHyto ayMy. B ocHoBy 6a3bl AaHHbIX 1erno
nsnaHune «Boibopel B locynapcTBeHHy0 OyMy TpeTbero co3biBa. CTaTUCTUYECKMIA 0TYET
Ocoboro fenonpon3BoACTBar".

Cratuctnyeckme Tabnmubl «OT4YeTa» ¢ daHHBIMW O cocTaBe usbupaTernen, xode v pe-
3ynbTaTax BuIGOPOB 6bIIM 4OMONHEHL! CBeAeHWAMM Mo MepBoi BceobLlel nepenucu
HaceneHna Poccuitckol nMnepun 1897 roga® 1 MaTepranamm TeKyLlen oduLmanbHom
CTaTUCTMKK, CoOepHallUMMN CBEAEHUA O COLMANbHO-3KOHOMUYECKINX, HALMOHASbHBIX,
KOHDECCMOHAbHBIX XapaKTepUCTUKaX HaceneHwd, YTo Mo3BOMNI0 YCTaHOBUTL B3au-
MOCBA3b X04a BLIBOPOB C pa3fiNiHbIMU COLIMOKYSIETYPHBIMU XapaKTepUCTUKaMK permo-
HOB. [NofyYeHHble AaHHbIE MO3BONAKT YCTaHOBUTL CTEMEHb 3aBUCUMOCTHM 3/1eKTopasb-
Horo npolecca B locydapcTBeHHyYI0 AyMy BOOBLLE M TPETHEro Co3biBa B YaCTHOCTU OT
MHTErpypOBaHHbIX MOKa3aTenel YpoBHA MOAEPHN3aLMM U COLMOKYLTYPHBIX XapaKTe-
PUCTMK HaceneHWA pasHbiX pernmoHoB Poccun.

M36vpaTenbHble NpoLeccs pa3BopaymBannch He TOMbKO BO BPEMEHM, HO 1 B MPOCTPaH-
ctBe. [AnA Mx oToBpareHWa 1 BPEMEHHO-MPOCTPAHCTBEHHON MPUBA3KM MaTepuansl
MCTOPUYECKMX MCCNedoBaHWA U UCTOYHUKOB ObINM OpraHM3oBaHbl B 6a3y AaHHbIX Ha
OCHOBE 3/IeKTPOHHbIX TabnnL, 3aTeM UHTerpupyembix B ceTeson [MC.

B reovHdopMaLnoHHoM cucTeMe Bbinv Co34aHbl He0bXoAnMble 1A peLleHrs 3aaa4 npo-
CTPaHCTBEHHOMO aHanM3a KapThl 1 KapTorpamMbl. B KayecTBe KapTbl-OCHOBLI CO3daHa
3MeKTPoHHanA KapTa Poccuiickol uMnepuin, pasaeneHHas Ha aaMUHUCTPaTUBHO-TeppU-
TopUWasbHble eAnHULLl, COOTBETCTBYIOLLME M3bMpaTeibHbIM OKpyraM. Co3gaHHble Kap-
Thl M KAPTOrpaMMbl OTPaXaloT TeppuTopMasbHoe pacrnpeaeneHre 1 NoKanmMsaumio no
rybepHMAM pesynTaToB Buibopa BblIGOPLUMKOB M OernyTaToB B [OCy0apcTBEHHYIO OyMy
TPeTbero co3biBa, CoAepMHaT PAL COLMOKY/ILTYPHLIX NMoKasaTesei 1 No3sonAlT NnyTem
NPOCTPaHCTBEHHOI 0 aHanM3a BbIABUTL Ha/IMYME UM OTCYTCTBUE CBA3EN MEM Y HUMU.

B3avmocBAsb Meay pasgenamu canta (mindmap), KoTopelt coneput ceTesyio NG,
npedcTaBneHa Ha puc. 1.

CucTeMa ynpaBneHA KOHTEHTOM (aAMUMHUCTPATMBHAA YacTb CalTa) npefgocTaBnseT
BO3MOMHOCTb [J06aBNeHWsA, peAakTMPOBaHUA U yaaneHWsa COAepPKUMOro CTaTUYEeCKMX
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—| KapTa (06Lwnii BUA)
FnasHas (O npoekTe) KapTa (pexum aHanv3a)

Puc. 1. Mindmap

M OMHAMUYeCKMX cTpaHul. B kayecTBe CMS 6bina BoibpaHa cuctema WordPress, KoTo-
panA uMeeT cTandapTHeIM anAa Windows nHtepdeiic.

CucTeMa cogepruT Tpu pasdena: «0 npoekTe» (MHGopMauma ob aBTopax NPoeKTa, ny-
H6rKaumsax), «CtatnucTuKar, «PexiM aHanmsa.

B pasgene «Cratuctunka» B Buae Tabnuu Exel BbiNoMeHbl CTAaTUCTUYECKME CBeOeHNS,
OTHocALMecA K npoueccy Bbibopo B Il focymapcTBeHHyo AyMy, coLmaribHO-3KOHOMM-
YeCKMe XapaKTepUCTUKN HaceseHna, CBefieHns 0 AenyTaTax, a TakKe CTaTUCTUYecKkue
CBeIeHWs Mo KPeCTbAHCKOMY ABMMEHWIO Hadana XX BeKa. [ToM1MMo 3Toro, onyb/nmkoBaHa
nosHas MHdopMaLma 060 BCEX MCTOYHUKAX, MOC/TYHMBLLUMX OCHOBOW 471 6a3bl AaHHbIX.

B perkmme aHanu3a npeactasneHa Kaptorpaduyeckana YacTe MC. Pazgen no3sonAet
nosyunTh obLIMe cBefdeHWs 0 rybepHusX. MonyyeHHble TabnuLbl pasaeneHsl Ha 6onee
MesK1e Tabnmubl U CKOHBEPTMPOBaHbI B $opMaT .csv AnA co3gaHna GpunstpoB. Ousb-
TPpbl CTPOATCA aBTOMATUYeCKK Mo darnam .csv. [aHHble 13 .CSV NPUBA3LIBAOTCA K Ka-
¥ Oon rybepHun. Ha ocHoBe AaHHbIX M3 .CSV CTPOATCA KpyroBble rpaduku (pie-charts) n
Tabnmubl C COPTMPOBKOW Mo MonAM. Tabnunubl MoMHO cKkaumBaTh B popMaTe Excel. Moa
KapTol NpeacTaBneHa oblyan cTaTucTMYeckas MHGopMauma B TabMYHOM BUe.

B naHHoM pasfene nonb3oBaTeslb MOMET MNPOM3BECTM MPK NMOMOLLM TPpexX rpynn Gpusb-
TPOB COPTMPOBKY CTAaTUCTUYECKUX JaHHbIX:

«  TabnuyHoe NpeacTaBfeHMe OaHHbIX;

+ npefcTaBfeHve JaHHbIX B BIe piepchart;

+  npefcTaBfieHve JaHHbIX B BUOE Pa3HOLIBETHBIX CPaBHUTESIbHLIX MHTEPBAsIoB.

Bce Tpu permnMa MoryT 6biTb BbiBeeHbI OHOBPEMEHHO. B KarK oM permme cnuctema
npeanaraeT BblbpaTb, KaKne NnoKkasaTtenm HeobXxoanMo BLIBOAMTL U MO KaKUM rybepHu-
AM HeobX0MMO BbIBOAWTL 3TV MoKasaTesn. MNpu oTobparKeHU AaHHbIX B TabANYHOM
BWE c1CTeMa No3BoJisfeT BbIrpy3uTb 3TV AaHHble B Excel. Bce faHHble caiiTa xpaHATcA B
CTPYKTYpUpPOBaHHOM BuAe nog ynpasneHnem penaunonHon CYB/. KapTorpaduyeckme
[aHHble NpeAcTaBeHbl B BUAe KapTel rybepHWit, oHn XxpaHaTcs B cucTeme QGIS, 13 Ko-
TOPOW BO3MOMEH 3KCMOopT.




[PAMOTHOCTE BeAKOPYECH | PAMOTHME W NONYUMBLIME 06paton

Puc. 2. TUC «Belibopel B Il TocynapcTBeHHy0 AyMy»

[nA peannsaumm BEPCTKM CTpaHUL M WabnoHoB ncrosb3yioTca A3bikn HTMLS n CSS3,
ANA reHepaunm cTpaHuL — A3bIK PHP, ona peanusaummn MHTepaKTUBHLIX 3/1EMEHTOB K/n-
EHTCKOM YacTu — A3bIKkK JavaScript (puc. 2).

Co3naHHanA ana NpocTpaHCTBEHHOM BM3yanu3aummn 1 aHanmsa I'IC no Beibopam B [ocy-
[apCTBeHHyI0 AyMy Poccninckor nMnepum B Havane XX BeKa No3BosIAeT Moy4YaTh Kap-
Thl ¥ KapTOrpamMbl, 0TobparkaioLme pacrnpeneneHve no rybepH1AM rnokasarenen no
OTAENbHBIM COLMOKYBTYPHBIM XapaKTePUCTUKAM. TaK, METOLOM HasoKeHWsA Tabnmu-
HbIX JaHHbIX O FPaMOTHOCTW HaceneHuaA no nepenucy 1897 roga Ha KapTy-0cHOBY bbina
nosyYeHa KapTa pacrnpeneneHvs rybepHuin PoccuMncKon MMnepumn no ypoBHIO rpaMoT-
HocTu (puc. 3).

Mony4yeHHan KapTa NoKa3bIBaeT SIOKAIM3aLMI0 YPOBHEN MPaMOTHOCTHM Mo rybepHuaM. B
4YacTHOCTW, Hambosee BbICOKMM YPOBHEM MPaMOTHOCTM XapaKTepu30Basnnch CTONMYHbIE
rybepHun. Cnepytolive ABa ypoBHSA NpeacTaBnsanm rybepHun LleHTpanbHoi Poccum,
NPOTAHYBLUMECA C CEBEPA Ha IO MO MOCKOBCKOMY MepuauaHy, a TakMe KparnHue Boc-
TOYHble eBponercKkune rybepHum — BaTtckas v MNepMckas. Meway HUMK € pacluvpeHnem
Ha CeBepO-BOCTOKE W Ha I0ro-BOCTOKE pacronaranvck rybepHun cnedyiollero, 6onee
HM3KOr0 YPOBHA MPaMOTHOCTU. AHaorMyHasn, Ho 6osiee TOHKasA Nofocka NodobHbIX My-
BepHWiA NeXUT 1 ¢ 3anajHoii CTOpoHbI. [lanee Ha ceBepe v Ha fore, Ha 3anafe 1 BoCTo-
Ke pacriofiaraeTcs 40CTaTOUYHOe KONMYeCcTBO rybepHuiA, NpedcTaBnALLMX elle bonee
HM3KME YPOBHWN FPaMOTHOCTMU.
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Puc. 3. OTHoweHne Mexkay YpoBHEM MPaMOTHOCTH
1 NapTUMHO-NONINTUYECKUMM pe3yribTaTamMu Belbopa BbIGOPLUMKOB B My6epHUAX

Ha ocHoBe KapThl pacnpeenieHns ryb6epHuii no ypoBHIO rpaMoTHOCTH bbina cosaa-
Ha KapTorpamMa, oTpaatoLlas no rybepHnAM cocTaB U CTPYKTYPY NMapTUIAHO-MON-
TUYECKMX pe3yNbTaToB Bbibopa BbIGOPLLIMKOB. Ha KapTorpamMMme [40CTaTOYHO XOPOLLO
BMAHA HEBO3MOKHOCTb YCTAaHOBUTb KaKYI0-TO 3aKOHOMEPHOCTb UM YCTOMYMBYIO TEH-
[EHLMIO B OTHOLLEHMI B3aNUMOCBSA3M YPOBHA MPAMOTHOCTM U MApTUINHO-MOIMTUYECKINX
pe3ynbTaToB Bblbopa BbIGOPLUMKOB, YTO MO3BOMIAET FOBOPUTL O TOM, YTO, BUAMMO, Ha
3TV pe3y/bTaThl OKa3biBanM BAUAHNE KaKMe-To WHble, bosiee 3Ha4YMMble B JaHHOM Cy-
Yae daKTopbI®.

Co3aaHHanA reonHPopMaLMoHHaA CUCTeMa, MOyYeHHbIe C ee MOMOLLbI0 KapTbl U KapTo-
rpaMMbl ABMAIOTCA BaXKHENLLMMM pe3ynbTaTaMu 3aKII0UNTENBbHOMO 3Tana npoekTa. OHK
Mo3BONAIT MPOCTPaHCTBEHHO BM3YyanM3npoBaTh 1 aHanmn3npoBaTh GYHKLMOHNPOBaHWe
M36upatenbHoro 3akoHa 3 nioHa 1907 roaa, oTparkaloT NpocTpaHCcTBeHHoe pacrnpee-
neHve rybepHuin EBponenckoit YacTy PoccuiicKoin MMMnepum no xapakTepucTukaMm paga
COLMOKYBTYPHBIX MOKa3saTesel U pe3ynbTataM Belbopa BeI6OpLUMKOB 1 fenyTaTos [o-
CyOapCTBEHHOW OyMbl TPETLEr0 CO3bIBa, CO34AT BO3MOXKHOCTb YBMAETb HAaNMYMe Uu
OTCYTCTBWE CBA3EM MK AY HAMU, OCHOBY 418 MOHUMaHWA 1 06bACHEHWA 0COBEHHOCTe
n3bMpaTesbHLIX NPOLIECCOB Ha 3TOM 3Tare napraMeHTCcKon cTopumn Poccun.
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YK 004.921

Digital Humanities

KaK KOMMYHUKaTUBHOEe
NpaKTUKO-OpUEeHTMPOBAHHOE
BUpPTYasibHOE MPOCTPaHCTBO
NpoeKToB UMPpoBoro
KynbTYypHOro Hacneaua

H.B. Bopucos, A.M. Jlaspos, B.J1. MenbHuKoB, A.A. CMonuH, J1.M1. ConpoHeHko,

B.B. 3axapKkuHa, CaHKT-TeTepbyprcKuii HauMoHa bHbINA MCCeoBaTeIbCKMM YHUBEPCUTET
MHOOPMALIMOHHbIX TEXHOOM WA, MEXaHWUKM 1 ONTUKMK; CaHKT-MNeTepbyprckumii rocyaapcTBeHHbI
yHuBepcuTeT; CaHKT-MeTepbyprckuin rocyaapCTBEHHbIN My3ei-UHCTUTYT ceMbi PepuxoB

AHHOTauuA

B pmaHHoM cTaTbe Ha MpvMepe ABYX MPOEKTOB, peann3oBaHHbIX Kadedpor MHGOPMaLMOHHbIX
TEXHOJIOM M B KPEATUBHBIX 1 KYBTYPHBIX MHAYCTPUAX CMbMpcKoro defepanbHoro yHMBepcuTe-
Ta, a TaKKe Kapeapon rpadmnyeckmnx TexHonormm n LieHtpoM gnsanHa n MynstumMeama YHBep-
cuteTa MTMO, NnpodeMoHCTPMPOBaHbl BO3MOMHOCTM peanmn3aumnm cepbe3Hblx Hay4Ho-mnccneno-
BaTeNbCKMX 1 obpa3oBaTenbHbIX MoaxodoB B obnactu Digital Humanities.

KniouyeBble cnosa:

MynsTUMeana, KyneTypa, Digital Humanities, BupTyanbHanA peansHOCTb.

BBegeHue

lyn peanu3oBaHHBIX ¥ peannsyeMblx MPOEKTOB B 06/1aCT COXPaHEHWs Ky/bTYPHOIo
HacneamA ¢ UCNo/b30BaHMeM NnepeaoBbIX (Ha MOMEHT peanv3aLmnmn NpoeKTa) TeXHoo-
FUiA BKyMe C NporpaMMHO-anmnapaTHbIMK KoMIieKcaMu OCTMM rnobasnbHoro YpoBHA,
MOCKOSbKY KOHLIENUMA «MpeBpaLLeHnsa» abCTPaKLmMM B KOHKPETHBIN, MyCTb U BUPTYarb-
HbIl 06BEKT BarHa 1 BM3yasbHO NpuTAraTesbHa.

PeKoHCTPYKLMA apXUTEKTYPHOMO COOPYHKEHWs UK Nioboro Npor3BedeHWs M3 061acTu
KyNbTYpbl U UCKYCCTBA B 06'bEKTUBHOM peasibHoCTU Hen3beHo ABNAeTCA cBoeobpas-
HbIM «HOBOZE/I0M», MOCKOSbKY B CUITY BCTYMaeT pAA 06beKTUBHBIX GaKTopoB, CBA3aH-
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HbIX C MaTepuanamu, dUHAHCMPOBaHMEM MpoeKTa U T. 4. B BUpTyanbHoi peanbHOCTU
[EeNCTBYIOT MHble 3aKOHbI, COMMIacHO KOTOPLIM afleKBaTHas BUPTyasibHaA PEKOHCTPYK-
UMA, 0OCHOBaHHaA Ha AOCTOBEPHLIX MCTOYHMKAX M aHanorusax (@yTeHTUYHOCTL 06beKTa
nnm npouecca He MeHee 70 %), ByOeT CUMTATLCA YHUKabHOWM, HO 3dpeMepHol (MOCKomb-
Ky ee He CyLLecTByeT B 06beKTUBHON peanbHOCTH).

OOHVM 13 ApPKWMX MpPUMEPOB, WMIIOCTPUPYIOLLMX BbllUeCKa3aHHoe, ABMAETCA OMbIT
Kadeapbl MHPOPMALIMOHHBIX TEXHOMOMMIA B KPEATUBHBLIX U KYNbTYPHbBIX MHOYCTPUAX
l'yMaHUTapHOro MHCTUTYTa Cnbmpckoro defepanbHOro yHUBEPCUTETA, peasnv3oBaB-
Le psAf MPOeKTOB B 06/1aCTV COXPaHEeHWsA KybTYPHO0 Hac/ieAna COBMECTHO C Bedy-
WmMm My3esmm Poccuiickoin @efiepaumn. MpoeKTbl 6611 peanv3oBaHbl CTyOeHTaMu
OaHHoW Kadbedpbl B paMKax NMpPakTUYeCcKMX 3aHATUI U NOAMOTOBKM AWMIOMHbBIX paboT
nof pyKOBOACTBOM KBAMOULIMPOBAHHbIX Hay4YHbIX PabOTHMKOB.

B KauecTBe npuMepa nodobHOro 06pasoBaTe/IbHOro M Hay4YHO-UCCIeA0BaTeIbCKOM0
MoAX0Aa MOXHO NPUBECTUN COBMECTHBIN NMPoeKT ¢ PycckmnM My3seem (CaHKT-MeTepbypr).

CTyneHTbl Kadedpbl MHPOPMALMOHHBLIX TEXHOIOMMIA B KPEATUMBHBIX W KYMbTYPHbIX
WHAYCTPUAX N0 PyKOBOACTBOM KBaNMOMLIMPOBaHHbLIX HAy4HbIX PyKOBOAMUTENEN oumd-
poBann pAnd KapTWH PyccKoro Mysesa B TexHoMorum gigapanoramic shooting, KoTopas
MO3BONAET CO34aBaThb rUranvKcenbHble M306pareHnsa ¢ pa3pelleHneM bonee odHO-

GigaPan

Puc. 1. IT. YepHeuos. Mapaa Ha LlapuusiHoM nyry 6 okTa6psa 1831 roga.
TexHonorus gigapanoramic shooting [2]




ro Munnapada nykcener. OOHo 13 NodobHbIX KAapTWH cTana KaptuHa [ YepHeloBa
«Mapapn Ha LlaprubiHoM nyry 6 okTabpa 1831 roga» (puc. 1) [1].

Ha nonoTHe n3obpaxeHo okono 300 3HaMeHWTLIX flofelt Toro BpeMeHW, npeacTas-
NALWMX BCE coumarnbHele Knacchl Poccuickon mMmnepun (MvcaTenem, XyOoXKHUKOB,
yUeHbIX, BOEHHbIX, MPUABOPHLIX 1 CEMbIO MMMepaTopa). bnarogaps 3ToMy AaHHOe H1BO-
n1CHoEe Npon3BeeHVe ABNAETCA CBOe06Pa3HbIM BU3yasibHbIM [JOKYMEHTOM, UAMIOCTpK-
PYIOLLMM KOHKPETHOE MCTOpUYecKoe cobbITWe, a TEXHOMOrMA gigapanoramic shooting
Mo3BO/AET NOAPOBHO U3YUMUTb KAPTUHY M MPOBECTM COOTBETCTBYIOLLYIO HAyYHO-UCCTIe-
[0BaTeNbCKylo paboTy.

MNMoMrMo pa3meLLleHnsa oLMGPOBaHHOMO HUBOMMCHOMO NPOM3BeAeHMA (C 0dULMaNbHOro
pa3pelueHna locygapcTBeHHoOro Pycckoro My3es) Ha cneuvansHoOM nopTane Ansa npo-
CMOTpa M30bparkeHuin [2], co3daHHbIX B TexHoMornM gigapanoramic shooting, gaHHas
paboTa bbina 1cronb3oBaHa B NpoeKTe «BupTyanbHbIi Pycckuii My3sei» (Pycckuin My-
3en. [lononHeHHanA peanbHOCTb U MocyaapcTBeHHbINM PyccKkimin My3ein. YepHeloB. MNapan
Ha LlapuubiHoM nyry B MNeTepbypre) [3].

BupTtyanbHan TpexMepHasa peKOHCTPYKLUMA
®eofopoBCKOro ropoakKa

CoTpyaHvKKM Kadenpsl rpaduyecknx TexHonorun u LleHtpa avsanHa n MynsTuMeana
YHuepcuteta MTMO coBMecTHO ¢ Kadeapon MHPOPMALIMOHHBIX CUCTEM B UCKYCCTBE U
ryMaHWTapHbIX HayKkax CaHKT-lleTepbyprcKoro rocyapcTBEHHOMO YHUBEpCMTETa pea-
NN3YI0T pa3fnyHble NpoeKThl B 06nacTu Digital Humanities B cotpyaHuyecTBe ¢ pasnmy-
HbIMV HayYHO-KYbTYPHBIMU yYpeOeHUAMY.

OOHUM 13 TaKKX NPOEKTOB CTana BUPTyasbHasa TpexMepHaa pekoHcTpyKuma @eofo-
POBCKOr0 ropofKa (puc. 3), BK/loYaioLas B cebs Kak PEKOHCTPYKLMIO 3KCTepbepa KoM-
nneKca 3haHui, Tak U Havbonee penpeseHTaTUBHLIX MHTEPLEPOB, B YAaCTHOCTU MHTE-
pbepa Tpane3Hol nanaTtsl. [poeKT ocyLecTBNAETCA COBMECTHO ¢ My3eeM-UHCTUTYTOM
ceMbi PepnxoB 1 MacTepcKol pecTaBpaumn LIePKOBHON HUBOMUCK AKadeMun xyno-
YKeCTB Mo pyKoBoAcTBoM npodeccopa A. KpbinoBa.

DeoopoBCKMIA ropoAoK bbin nocTpoeH B LlapckoM Cene no ykasy Hukonas |l B 1913-
1918 rogax. OcCHOBHOW Maeein co3daHns 3TOro YHUKabHOro 06beKTa cTana Bu3yanu-
3aUMA UCTOPUN PYCCKON apxMTeKTypbl 1 nckyccTBa ¢ Xl no XVII BeK, Ans Toro 4tobsbl
wuTenu MNetepbypra Mornm yBuaeTs NpUMepbl MOASIMHHO PycCKOro cTuns [4]. Pycckuin
CTWUNb JOCTUI HambosbLLIero pacuseTa B MMMepaTopcKon Poccun, 1 ero xapakTepHoi
0COBEHHOCTBI0 ABAANCA OTKa3 OT CTWUM3auuM B Mosb3y OYKBaNIbHOMO KOMMPOBaHWA
NCTOPUYECKMX MaMATHMKOB C OMOPOM BO MHOMOM Ha LIEPKOBHYI0 apXMTEKTYPY W HMBO-
nuck. B cozgaHmnm ®eoopoBCcKOro ropofdka NpuHAIM yyactue YneHsl ObLlectsa Bo3-
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Puc. 3. 3kcTepbep ®eogopoBCKOro ropoAxa

Puc. 4. DeonopoBCcKMii ropoaoK. Pe3Hble BopoTa (pe3ynstaT doTorpaMMeTpum)
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POMOEHNA XyO0HeCTBEHHOW PycK, cpeay KOTopbix XyOoxHWKK M. Bpybens, C. Manto-
TWH, H. Pepnx, B. BacHeuoB v Ap. MMaBHEIM apxmMTekTopoM npoekTa cTan C. KpnunmHcKuni.

B Komnnexkc ®eofopoBCKOro ropoKa, NpeAcTaBsAoWmMiA Cobo 3aMKHY I MHOMO-
YronbHWK, BXOAWN [OMa CBALLEHHVKOB, AbAKOHOB, BbIMO/IHEHHbIE B CTUIMCTUKE apXu-
TeKTypel HoBropoaa, MckoBa 1 Koctpombl XVI-XVII BeKoB, a TaKe BOpOTa, BbIMOSIHEH-
Hble B cTune Bnagumumpo-Cysgansckoi apxmuTekTypel Xl Beka (puvc. 4). LieHTpanbHbIM
e 30aHneM ropofka ctana TpanesHana nanata, 4ns KoTopolt 6biv BbibpaHbl MOTUBHI
TepemHoro gsopua v IpaHosuToM Nanatel MockoscKkoro Kpemnsa. TpanesHasa nanata
npefdHasHa4anack Ana OeAtenbHOCcTM «O6LlecTBa BO3POMAEHUA XyOOMECTBEHHON
Pycu», npoBeaeHna pa3nnyHbIX KOHLEPTOB W BbICTABOK.

B paMKax moaroToBKM K BUPTYarbHOW TPEXMEPHOM PEKOHCTPYKLMM MHTepbepa Tpanes-
HOW Nanatel bbinM TLWATeNbHO NPoaHaNM3MPOBaHLI 1 M3yYeHbl CiedyioLme MaTepuansbi:
«  apxvBHble HOTOM306paKEHNA 0OBEKTS;

« doTorpadum coBpeMeHHoro cocTosaHMA obbekTa M. Kanpanosa u . MaliopoBsoi;

+  GunbMorpadua, npegocTaBneHHana My3eemM-MHCTUTYTOM ceMbk Pepurxos;

«  MpOpWCK pocCmcelt NHTepbepoB, paspaboTKa LlapckocenbcKoin MKOHOMMCHOM Ma-
CTepcKon nod pyrkosoAcTeoM [ ManopoBow;

+  apXUTEKTypHble YepTexu (Gacafbl, NNaHbl, pa3pesbl) N MaKeT, MpeoCTaB/eHHble
MacTepcKon nog pykosoacteom W. LLiMenesa, n T. 4.

Tak:Ke bblna npoBeeHa HaTypHas GOTocbeMKa 3KcTepbepa KoMmekca ®eoqopoBCKo-
ro ropogka.

MpoLecc BUPTYasibHOM PEKOHCTPYKLMKM MHTEpbepa TpanesHol nanathl bbl1 pasbuT Ha
MATb 3TanoB [4]:

«  CO3[aHue TpexMepHoM Moae v NoTosKa M1aBHOMo 3a7a TpanesHom nanathl;

«  CO3[aHuve TpexMepHo Modenn MHTepbepa rnaBHOro 3aa TpanesHon nanaTsbl;

e CO3[aHue pa3BepTOK M TEKCTYP POCMMCEN NOTOSIKA U CTEH MAaBHOIMo 3ana;

« MpuUMeHeHMe TeKCTYP 1 opaboTKa MHTepbepa TpanesHon Nanatsl;

e CO3[aHMe MHTEPaKTMBHOIMO MPUIOMKEHMUA O/1A MPOCMOTPa BUPTYasibHOM PEKOH-
CTPYKUMM MHTepbepa TpanesHol nanathl.

OCHOBHbBIM FrpaduyecKknM peaakTopoM As PEKOHCTPYKLUMM TpanesHon nanatsl ®eopo-
poBcKoro ropoaka ctan Autodesk 3D Studio Max.

lMocne NpoBeeHHOro aHanv3a obMepHbIX YEPTEKEN MNaHOB 1 Pa3BEPTOK NOMELLEHNA
BO3HMK/Ma NpobiieMa HecoBnadeHnsa YepTexelt pasHblx BpeMeH. KpoMe Toro, aBTop-
CKMe Nf1aHbl apxmMTeKTopa KpUYMHCKOIo He COXPaHUNCB, a YBUOETb FeOMEeTPUIO0 CBO0B
6bI10 HEBO3MOXKHO, MOCKOSIbKY MOTOSIOK M MEPEKpbLITUA MOMHOCTbIO pa3pyLUeHbl. Tem He
MeHee rocsie cornocTaB/ieHNA Pas3iMYHbIX MCTOYHMKOB BN CO30aHbl reoMeTpnYecKn
KOpPEeKTHbIe pa3BepTKM CBOAOB MOTOJIKa TpanesHow nanatel, Mo KOTOpbIM bblfia peKoH-
CTpyvpoBaHa TpexMepHas Mofesb (puc. 6).
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Puc. 6. BupTyanbHasa TpexMepHanA peKoHCTPYKLUMA Tpane3Hom nanartsl
®eof0pOBCKOro ropoAKa




Puc. 7. BapmaHThl LLBETOBOMO pelleHnaA nHTepbepa (a, b, c)
N MHTePaKTMBHbIe MapKepbl (d)

Ha ocHoBaHWM MO/yYeHHbIX PasBepTOK CTyAeHTaMM MacTepCHKOM LiepKOBHO-MCTOPK-
yecKo WmBonmcn CaHKT-MeTepbyprcKoi akademMun XyOosecTB Mo pyKoBOACTBOM
A. KpbifioBa 6binv BbIMOSIHEHbI 3CKM3bl pocrnceit cBoAoB TpanesHoi nanatkl B pasn-
HBIX KOSIOPUCTUYECKMX BapuaHTax. ICKM3bl Bbi/IM UCMOMb30BaHLI B Ka4ecTBe TEKCTYp
MOTOsIKa. ITO MO3BOUSIO OLIEHNTb KOHKPETHOE KOMTOPUCTUYECKOe M TOHasbHOe pelile-
HWe HernocpeACcTBEHHO B PEKOHCTPYMPOBAHHOM NHTEpbepe.

[MNocne BUpTyanbHOM TPEXMEPHON PEKOHCTPYKLUMM MHTepbepa Tpane3Hon nanatel eo-
[OPOBCKOr0 rOPO/Ka, @ TaKHKe CO34aHNA 3CKM30B POCMNCEN CBOAOB B Pa3/INYHbIX LiBe-
TOBbIX BapuaHTax bbl/10 CO34aH0 MHTEPAKTUBHOE NPUIOKEHWE C BO3MOMKHOCTbIO MOJHO-
rO BMPTYasibHOMO MOFpYHeHWA B BOCCO3aHHY0 cpeay.

Mcnonb3ya rapHntypy Samsung Gear VR, nonb3oBaTenb MMeeT BO3MOMXKHOCTb nepe-
MeLLaTbCA BHYTPU PEKOHCTPYMPOBAHHOIO MHTEPbEPa, CMOTPETh Pa3fivyHble BAapUaHThI
3CKM30B POCMMCEN MOTOJIKA, 3@ YTO 0TBEYAIOT crheumasibHble MapKepbl, BbIMOIHEHHbIE B
dopme nacxanbHbix AnL (puc. 7) [6].
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3aKnoyeHue

HayuHo-uccneqoBaTenbckas, obpasoBaTenibHaa M MHble obnacTy Digital Humanities
MHOIOrpaHHbl 1 MO3BOMNAIOT CO34aTh LIESIOCTHYI0 MEXOYHApOOHYI0 CUCTEMY, OCHOBHOM
LiefIblo KOTOPOW ABMIAETCA COXPaAHEHWE apXUTEKTYPHBIX U Ky/bTYPHBIX COKPOBWLL MPo-
LUNOro, @ TaKKe nocnedylowas obpa3oBaTtesibHasA AeATesIbHOCTb, OCHOBaHHAaA Ha pe-
3ynbTaTax HayYHbIX MCCIe JOBaHMN.

B paHHOM cTaTbe BbllLeCKa3aHHOEe NMPOAEMOHCTPMPOBAHO Ha ABYX NpUMepax — BUPTY-
anbHoM oLndpPOBKeE XyO0KECTBEHHOMO NMPOM3BEeAEHWA 1 BUPTYarnbHOM TPEXMepHOK pe-
KOHCTPYKLUMM Yy TPAYEHHOI 0 MHTepPbepa YHUKabHOro UCTOPUYECKOro 06 beKTa.

PaboTa npoBoamnack B paMKax npoekTa «MynbTiMeaniiHas nHGopMaLmoHHas cucTe-
Ma “ApXVTEKTYPHbIA 1 XyO0MeCTBEeHHbIN KoMreke @eopoBCKOro ropoAKa B Llapckom
Cene Kak npuMep pycckoro ctuna”» (fpanHT N2 17-04-12034 PIHO).

PaboTa 6blna YacTM4YHO MoafdepraHa B paMKax [Nporpammel passutna CaHkT-MeTep-
6yprcKoro rocyaapCcTBeHHOr 0 yHMBEpCUTeTa.
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2. Image-hosting site GigaPan.com. Pexxum goctyna: http://www.gigapan.com/giga-
pans/87249.

3. The Virtual Russian Museum. PeuM gocTyna: http://rusmuseumvrm.ru.

4. Pycckuii ropopok Lapckoro Cena. Kutew XX Beka. Cl16. Llapckoe Ceno, 2010.
C. 24-25.

5. Sopronenko L.P, AkulaevaE.A., Lavrov A., Zviagin K.A., Smolin A. Russian style through
time. Experience of virtual reconstruction of the interior of the refectory of the Fedor-
ovsky Gorodok in Tsarskoye Selo // 3rd International Multidisciplinary Scientific Confer-
ence on Social Sciences and Arts, SGEM 2016. 2016. Vol. 2. No. 4. Pp. 571-578.

6. Sopronenko L., Akulaeva E., Lavrov A., Technologies of immertion in virtual reality
using for the evaluation of different color solutions for Feodorovsky gorodok refec-
tory 3D-reconstruction // EVA 2016 SAINT PETERSBURG. Electronic Imaging ® the
Visual Arts INTERNATIONAL CONFERENCE, St. PETERSBURG, JUNE 23th-24th,
2016 Conference Proceedings. SPh. ITMO University, 2016. Pp. 105-109.
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Digital Humanities -
rmébpuaHbin peHoMeH:
HayKa Ui TexHosnorua?

1.B. BnagummpoBa, Cubupckuii pedepanbHbliii yHUBEpCUTeT

AHHOTauuA

Bonpockl, paccMaTpuBaeMble B CTaTbe, akTyaslbHbl HA MPOTAMEHWM MONYBEKOBOW WCTOPUM
UMPOBLIX "'yMaHWTapHbIX HayK. YTo Takoe DH? 3To cocToABLIAACA HayKa CO CMEKTPOM KpUTepreB
HayYHON OEeATeNIbHOCTW, MOHATUIHLIM annapaToM, XapaKTepHbIMK OTIMYHLIMK YepTamn OT
APYrUX Hay4YHbIX HaNpaBieHWn? 3To TPaAULUMOHHO MyMaHUTapHble HayKuW, paccMaTpuBaeMble
Yyepes MpMU3My KOMMbIOTEPHLIX TEXHONOMMIA? M 4To-To MHoe? CTOMT M MyMaHUTapuAM BecTu
AMCKYCCUIO OTHOCUTeNbHO onpedeneHna DH Ha MpoTAMeHWM CTONbKMX feT B MOCTOAHHO
MEHAIOLLIEMCA 06LLECTBE M OTHOLLEHWAX MEMAY MaLLUMHOW U YeI0BEKOM.

KniouyeBble cnosa:

Digital Humanities, undpostle rymaHutapHble Hayku, DH, umdpoBble TeXHONOr K, ryMaHUTapHble
HayKMW.

06LLecTBO CTPEMUTESIBHO M3MEHARTCA No4 BO3LENCTBMEM rMobanbHOro npouecca UH-
dopmaTnsaumm, KOTOPLIN MHTErpMpoBas BO Bce chepbl MCCNe[oBaTeNbCKOM AeATeNb-
HocTw. MoABMNack 6e3rpaHnYHana BO3MOKHOCTb CO34aHMA KPOCC-MHCTUTYLIMOHASBHBIX
ceTew, MHTEPaKTUBHOMO NpeAcTaBieHVA MHGOpMaLIMN U UCMONb30BaHNA HOBbLIX MeAna
B ryMaHUTapHbIX HayKax. «Llndposon nosopoT» [Fapckosa 2014; BonoawH 2016] B ryma-
HUTapHBIX MCCNefoBaHWAX NPUBEN K NMoABeHUI0 HoBol obnacTu — Digital Humanities
(UmdpoBble F'yMaHUTapHbIe HayKK, Aanee — DH).

VcTopmio aHrNoA3LIMHOMO TeEPMMHA MOXHO npociieanTb ¢ 1960-x rogoB Bo MHOXKecTBe
HayuHbIx nybnvkaumin [Busa 1980; Schreibman, S et al., 2008; McCarty 2005]. Digital
Humanities sBnAeTcA 3BeHoOM Lienoykn: Computers and the humanities — Humanities
computing — Humanities’” information science — Digital Humanities [FapckoBa 2014; MNpy-
aeHkro, KysbmuHa 2012; BonoamH 2014]. MIHTepnpeTaumna Ha3BaHMA CKa3blBaeTCA U Ha
pedepupyeMbix HypHanax Computers and the Humanities n accoumaumm ALLC (Associ-
ation for Literary and Linguistic Computing, 1978), ACH (Association for Computers and
the Humanities, 1978).
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Ha npoTaseHnn noyt NATUOECATU NeT BeAyTcA AMCKYCCUMM Ha TeMy, YTO Ha CaMoM
[ene npeactaBnseT coboin MexamcLunanHapHasa obnacTs DH.

Paccyxgaa o cywHocT DH, MOMHO CKasaTb, YTO CKOJbKO MCCefoBaTenen, CToMbKO
1 MHeHu. bonee 170 onpepenenun Digital Humanities npefcTasneHo Ha niolaaxke
TAPoRwiki'. Ha HayanbHoM 3Tane LundpoBble MyMaHWUTapHble Hay KW He BOCMPUHUMAMCh
OTAENbHO 0T TPAAMUMOHHbBIX F'YMaHUTapHbIX HayK. AHCBOPT onpedenAeT UMdpoBble ry-
MaHUTapHbIe HayKM KaK Cnocob MbILLMEHUs, KaK Habop NOrMYecKUX KpUTepueB, Kak
cpencTBo 3QGEKTVBHOMO KOMMBIOTEPHOMO MPOLIECCa W KaK pe3ynbTaT KOMMYHWKaLWm
MEeXAay noabMu. K TOMy e OH 0TMeYaeT, YTo MPUMEHEHWE KOMMbOTepa B MyMaHWUTap-
HOM MccneoBaHUM He NMpucBamBaeT eMy cTaTyc umdposoro [Unsworth 2000]. Cmear
1 OpnaHav Noa4epHu1BaloT 3Ty TOUKY 3peHrA. CMeaT NpoBOAMT aHaNoruio ¢ TenecKko-
MOM, KOTOPbI He MCMOMb30BanCA B Hay4HbIX LienAx, Noka [anunen He npyMeHun ero
B CBOMX Hay4HbIX M3bicKaHUAX [De Smedt 2000]. OpnaHan yTBepHaaeT, YTo Umndpo-
Bble MeTobl 06paboTKM MYMaHUTapHOMO Hac eaMs NOABUAMCEL 3a40r0 A0 MOABMEHUA
komnbtoTepa [Orlandi 2002]. MNaHHanakep cunTaeT UMPPOBYIO MYMaHUTapUCTUKY HOBbLIM
MO[HbIM HarnpaB/ieHVEM C 60JbLLIWMM KONIMYeCTBOM BO3MOMHoCTel [Pannapacker 2009].
AnbBapago 0THOCUT UMGOPOBLIE MYMaHWTApPHbLIE HAYKM K COLManbHOM, a He OHTOM0MM-
yeckon KaTeropum [Alvarado 2011]. Pokyann cumtaeT DH Hay4YHbIM HanpaBrieHveM, oT-
Meyas, 4To 1UccneaoBaTeNbCKaA OeATeNbHOCTh JOMHKHA BbIXOAWTL 33 paMKu Uccieno-
BaHWA TEKCTOB U MX aHanM3a, yriybnancs B MybTUMeauiiHyio paboTy [Rockwell 2011].
Mo MHeHunio Opelle, DH — 3To 0bnacTb NMPUMEHEHWA HOBBIX TEXHOMOMMIA B KayecTBe
BCMOMOraTesibHOr0 CpeAcTBa ANA MOOAEPHKKM MYMaHUTaPHbIX HayK, CO34aHHaA AnA
3afay CoxpaHeHWA, PEKOHCTPYKLMK, Nepegadn v MHTeprpeTUPOBaHNA 3HaHWA Nlogen
[Frischer 2009]. CamMnn cunMTaeT, 4To UMGPOBLIE MYMaHWUTAapPHbIE HAaYKW HE CTOJIbKO CO3-
[al0T, CKOMbKO AeNATCA 3HAHWAMU, UHTEPNPEeTUPYA X B HOBbIN MybTUMEAUIHBIA 1 [0-
CTYNHbIZ GopMaT. Poccuinckue nccneoBaTenm Take BedyT AUCKYCCUM OTHOCUTESbHO
camoonpegenerHva LMdposor ryMaHuTapmucTnkmn [Moxaesa 2014; Mapckosa 2014; Mo-
ropckun 2014; KuxkHep, Jlantesa 2015].

Teppac, CuHKen 1 yrnac BbiCKa3bIBaloT MHeHWe, YTo paboTa Hag co3fdaHueM orpene-
NEHUIA PUCKYET CTaTb MOMEXOM Pa3BUTUI0 OUCLUMMINHBI U TEM CaMbIM OFPaHUYUT CMIEKTP
nccnenoBaTenbeKon geAtensHocTu [Terras 2006; Sinclar, Gouglas 2002].

BepHeMcAa K ToMy, 4To 0 DH HanMcaHo 4oCTaTOYHO MHOMO, HO [0 CMX MOP HET YeT-
Koro onpegeneHus. MoveMy Bo3HMKaeT NoTpebHOCTL B onpeaeneHn 3Tol HayYHow
obnactu?

BO—I'IepBbIX, onpenennB MeCcTo B HAYy4YHOM NMPOCTPaHCTBe, UCC/legoBaTesin 3ToM 0bfacTu
cMoryT 06BbACHUTD Hay4YHOMY COO6LL|ECTBy, 4YyeM Un OnA4yero oH 3aHMMalTCA, TeM CaMbIM

' http://www.artsrn.ualberta.ca/taporwiki/index.php/How_do_you_define_Humanities_Computing_/_
Digital_Humanities%3F.
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NnpuBJIEKYT COTPYAHVMKOB ONA Me)H):lVICLlVII'IJ'IVIHapHOVI pa6OTbI, a CTydeHTOB 1 acrnnpaH-
TOB 3aMHTEpecyloT naeAaMmn Hay4dHbIX N3bICKaHWA.

Bo-BTOpbIX, PUHAHCUPYIOLLMM OPraHn3aLUMAM CTaHYT MOHATHBI MHBECTULIMOHHbIE BIIO-
HEHWNA, KOTOpble MOy T MPUBECTM K NMOOLEPHKE MPOEKTOB, OTKPLITUIO HOBOW y4ebHOM
nporpamMMmel B yH1BepcuTeTax 1 LeHTpax DH.

B-TDETbVIX, CTaHeT BO3MOMHbLIM OrpaHnynTb Kpyr crneynanamcToB naHHoM obnactu ot
TeX, KTO NpeacTaB/iAeT pe3ynbraThbl Lll/ICprBbIX rYMaHUTapHbIX nccnegoBaHum, KOTOpble
He OTHOCATCA K 3Toi 0bnacTu.

B-ueTBepThIX, Nobasa NpeTeHAyoLWan Ha CTaTyC HAay4YHOW ANCLMMIMHBLI 0611acTb 3Ha-
HVA HY XK OaeTcA B orpeaesieHHoM NoHATUIAHOM annapaTte. Co3fgaBas HoBYO MapaaurMy
0bpazoBaTesibHOM ANCLMMIIMHBI, HE0BX0AMMO HauMHaTL € onpeneneHna. «PasHobol B
TEPMMHAxX — 3TO TO CaMoe «CMellieHVe A3bIKOB», NMoMeLlaBllee cTpouTenaM BaBumoH-
CKoW 6alHN. 3ddeKTUBHAA COBMeCTHaA paboTa BO3MOMKHA TONbKO TOr4a, Koraa ecTb
e[MHoe NMoHMMaHWe 6a3oBbiX 0oCHoBaHWM» [[anbeToB 2008]. CumTalo yMecTHbIM BBECTM B
Hayu4Hyl NpaKkTuKy cnedyolee onpenenenue: Digital Humanities — Mmexxgucuunnu-
HapHoe, rMbpuaHoe HanpaBJsieHMe, paccMaTpuBalollee TpaAULMOHHbIE FYMaHu-
TapHble HayKu C NOMOLWbI0 LUUPPOBbLIX U MHPOPMALIMOHHO-KOMMYHUKATUBHbIX
TeXHOJOrun.

Tak nn 370 BCE Ha caMoM fene? Digital Humanities — 3To 4To-To HOBOE MW Mbl JABHO 3TO
n3yyaem? 370 HayKa, AMCUMMNIMHA MW BCEMO NNLLb NPUKIaaHan MeToaoorma?

HesaBucrMo oT bypHoro pasBuTMA 3a mnocnienHee gecAtunetne cdepsl DH, BecbMa
npobeMaTMYHO OXapaKTepu30BaTh HampaBieHne Kak Hay4yHoe B CBA3M C OTCYTCTBK-
eM YeTKMX Kputepmes. O6LLEN3BECTHO, YTO HayKa — 3TO 06/1acTb YenoBeYecKoln Oen-
TeNIbHOCTW, HampaBfieHHas Ha BbIPaboTKy M CUCTEMAaTM3aUMio 06bEKTUMBHBLIX 3HaHWIA
06 OKpyKaloLLen OeiCTBUTEIbHOCTM.

MocKoMbKY HayKa B LIeSIOM U Hay4Hoe UCCreoBaHWe B YaCTHOCTU NpedCcTaBnAnT coboi
ocobylo LeneHanpaBieHHy0 OeATebHOCTb Mo MPOM3BOACTBY HOBbIX, HAOEHHO 060-
CHOBaHHbIX 3HaHWI, OHW OOMKHbLI pacrnofiaraTb CBOMMU CleUMPUHECKUMM METOOAMMU,
CpeacTBaMM U KPUTEPUAMM MO3HaHWA. VIMEHHO 3T 0COBEHHOCTM OTAIMYAIOT HayKy OT
HeHay4HbIX ero GopMm.

CerogHa B obnactu HayKN MOXHO BblOe/INTb CfieayloLlme acneKThl:

* HayKa KaK pe3ynbtaT — nojiyyeHne Hay4dHblx 3HaHWR;

¢ HayKa KaK npouecc — caMa Hay4HaA OeATes/IbHOCTb, NpoLecc No3HaHuA,

¢ HayKa KaK coumanbHbIn MHCTUTYT — COBOKYMHOCTb Hay4YHbIX y‘-IpE)-I-(JZlEHVIVI, COO6LLle—
CTBO y4eHbIX.
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MOKHO TaKMe 0603HaUYMTL XapaKTepHble YepThl HAayKW: PaLMOHaNbHOCTb, 4OCTOBEp-
HOCTb, KPUTUYHOCTb, CUCTEMATUYHOCTb, YHUBEPCASIbHOCTL M 06LLENPUHATLIA KaTero-
pUasnbHbIA annapar.

CoBpeMeHHyI0 HayKy, BO BCEM MHOr006pasum AUCUMMIVH, MOXKHO pasfenvTb Ha ABe
cdepbl: PyHAaMEHTaNbHbIE U NpUKNagHeble HaykW. OyHOaMeHTanbHbIe HayKW 3aHUMa-
I0TCA M3yYeHNeM 0O BEKTUBHBIX 3aKOHOB MMPa — KaK OHM CYLLECTBYIOT «CaMu Mo cebex,
He30THOCUTENBHO K MHTepecaM 1 NoTpebHOCTAM YenoBeKa. [prknagHsle HayKu Halle-
NeHbl Ha pa3paboTKy crocoboB MpUMeHeHUA NosyYeHHbIX GyHOaMeHTanbHON HayKoi
06EKTUBHBIX 3HAHWIN [NA YAOBNETBOPEHWA NOTPeBHOCTe U MHTepecoB Nioaei.

MonbiTaeMcA «yNoMMUTb» NoHATUE DH B BbILEO603HAYEHHYI0 CTPYKTYPHO-TTOMMYECKYIo
CXEMY HayKM.

AHanus onpefeneHuin UMGPOBbLIX MYMaHUTapHbIX HaYK, GaKToNornyeckomn MHGopMaLmm
0 [JaHHOM MCCNefoBaTe/IbCKOM HanpassieHW No3BoNnAeT BblAdeMTe B DH onpepenen-
Hble YepTbl HayKKW, a He NPOCTOr0 HaKOMeHWA 3HaHWI. [poeKTUpoBaHe MOLEeN 1c-
CNefoBaHnA, 06 bEKTUBHOCTL MPOBOAMMBIX MCCIe40BaHWIA, CO34aHNe Hay4YHOM METo[0-
NOrvK, CUCTEMBI METOAOB, CNOCOBOB U MHCTPYMEHTOB CYLLECTBYET B HAy4YHOM Nnoaxoae
HanpasneHuA UMPPOBLIX MyMaHUTapHbIX HayK. W nuwb ogHa vepTa DH He yKknagsisaeT-
CA B [@HHYI0 CXeMy — IM1aBHaA Lieslb BCEro Hay4Horo npotecca — nosHaHue. MNosHaHue,
a He CTpeM/IeHne MOoyUYnUTb KOHKPETHBIA MaTepuasbHbIA 1 NMPaKTUYeCKU pesynbTar.
W Torga, o4eBMOHO, Mbl IMeeM [eno C TEXHOMOrnen, a He HayKol. JInbo, No MeHbLUei
Mepe, C HayKoW, HO He yHOaMeHTanbHoW, a NMpUKIaLHON.

CnenyeT 0TMETUTb, YTO TEXHOIOMMA 3aBMCKMa OT HayKM, MOCKOSbKY MCMO/b3YeT Hayu-
Hble 3HaHMA B CBOMX LIENAX, @ TaK KaK CerofHsALLIHMe TeXHOMOorMYeckume npoLieccsl Jo-
CTaTOYHO CJIOMHbI, TO dasbHelllee PasBUTHE TEXHOOMMN HEBO3MOMHO 683 Hay4HOro
nporpecca.

TepMUH «TexXHOMorA» NPOYHO BOLLEs B MpodeccnoHanbHyo nekcnky chepel DH. He-
CMOTPA Ha TO YTO CYLLUECTBYIOT Pa3Hble TPAKTOBKM 3TOr0 MOHATUA, eCTb PAL U 0bbe-
OVHAIOLLMX No31UMIA. TEXHONOrMA Kak COBOKYMHOCTb METOA0B, GOpM 1 cpeacTs (Habop
MHCTPYMEHTOB) CO3[AeTCA C Lefblo MPUMEHeHUA B Apyrux 0bnacTax AeATeslbHOCTU.
[0BOPA 0 CTPYKTYpE TEXHOMOI MW, CiedyeT OTMEeTUTb, YTO COCTaBHbLIMU e 3fIeMeHTaMu
OOJTHHbBI CNYHUTh: KOHLUENTYabHOCTb, CUCTEMHOCTb, YIPaBIAEMOCTb, 3QOEKTUBHOCTb
1 BOCMPOW3BOAMMOCTb 3TOM TEXHOMOM MU B APYTUX OAHOTUMHBIX YYPEK AEHUAX U OpYTy-
MU CyObeKTaMu.

DH KaK TexHoorua, c COBOKYMNHOCThI0 METOAMK OLMOPOBKM, PAabOThI C apXMBHLIMMW AaH-
HbIMW, OUrUTanM3aunet, OTKPLITEIMU daHHLIMKW, yTBEpAMNack B MCCNedoBaTebCKoM
npaKTuKe.

TaKk1M 06pa3oM, MOXHO YTBEPHAATb, YTO LUMGBPOBLIE MYMaHUTapHbLIE HAYKW KaK COBO-
KYMHOCTb HaZEMHBIX TEXHOMOMMIA MOMOraloT deaTh B MyMaHWTapHbIX MCCenoBaHmsaX
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6oree TOUHble BLIBOAbI M BBIABNATL HOBbIE 3aKoHOMepHocTU. PassuTue Digital Human-
ities NoKasblBaeT, YTO MHPOPMAaTM3aLMA CNOCOOCTBYET MEKANCLMMIIMHAPHOMY CUHTE3Y
ryMaHUTapHbIX HayK 1 UmMdpoBLIX MPaKTuMK. Ha Haw B3rnAg, DH HaxoamTcA Ha 3Tane
CTaHOBJ/IEHWA B Ka4eCTBe Hay4yHOro HanpasneHuA. Lindposele ryMaHUTapHblE HayKK
He CTOMbKO CO3al0T, CKOMBbKO AeNATCA 3HaHWAMM, Mo MHeHWIo Mapka Cemnna. Ha 6ase
dyHOaMeHTanbHbIX HayK MPOMCXOOMT MHTepnpeTauna 3HaHW 1 NpeAcTaB/ieHne UX B
HOBOM — Me[MNHOM — obpas3e.
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YK 004.65

MoHrono-6ypATcKum
OpPHaMEHT Ha caunTe
monornament.ru’

T.B. Kouesa, E.C. LLlonoxo., VHcTUTYT du3nyeckoro matepnanosegeHna CO PAH

B.B. Xabutyes, BypATCKuUI rocydapCcTBEHHbIN YHUBEPCUTET

AHHOTauuA

YT06bI M3YUNTb HAPOAHLIM OPHAMEHT, HyHO BOCMOSb30BATLCA KHUMaMM, NMOCOBUAMM U JINYHBIM
OMbITOM MacTepoB. Mpy 3TOM KHUI 1 NocobuiA, HanpuMep, B BypAaTuu nsnaeTcs HeOCTATOUHO,
OHU ABNAIOTCA PeAKOCThIO, UX TPYAHO HAMTW. BCTPETUTLCA C UCKYCHBIM MacTepPOM YacTo TaKkKe
3aTpyaHnUTesIbHO. M03TOMY Mbl MpedsniaraeM BOCMO/b30BaThCA MHTEPAKTUMBHOM 63301 AaHHbIX
opHameHToB (B[10) 6ypAT M MOHI0/0B, KOTOPasA COAEPHMUT M306pPAXKEHUA 1 MHOMOACTEKTHbIE
OnMcaHWsA y30poB. KpoMe Toro, Ha caiiTe B OH/1alH-periMe BO3MOMKHO CO3[aHue CO6CTBEHHOM0
o6paslia OpHaMEHTasIbHOMO MaHHO.

KnioueBble cnoBa:

MHPOPMaUMOHHBIA pecypc, 6a3a AaHHbIX OPHAMEHTOB, OHAMH-KOHCTPYKTOP OPHAaMEHTOB.

BBepgeHue

MoHroM0A3bl4HLIE HAPOAL!, K KOTOPLIM OTHOCATCA MOHIO/bI, BYPATHI U KalMbIKK, UMeoT
611M3KMe KynbTYpHble TpaaULMK, MOXOHMe MO MOTUMBaM opHameHThl. OQHaKo oTnYuA
B y30pax UMeloTcA Aare B 06pasliax BOCTOUHBIX M 3amafHbix 6ypAT, YTo 0bycroBe-
HO KaK pasHuLelt NpUpodHbLIX YCIIOBUIA MPOMKMBAHWA, TaK 1 BIIMAHWEM COCEACTBYIOLLMX
HapoaoB. MoHroNbCKUIA y30p, TaKMM 06pa3oM, NosyyaeTca JOBOJIbHO HEOAHO3HAYHBIM
TepMUHOM. Mbl ByaeM nodpasyMeBaTth Mof HUM XapakTepHble 0bpasubl BypaTCKUX U
MOHIO/IbCKMX OPHaMEHTOB.

O NpOMCXOXMAEHUM 1 Pa3BUTUM BYPATCKOro opHaMeHTa 40CTaTOYHO MNoApo6HO Hamu-
caHo B MoHorpadum E.A. Batoposoit [1], obobuiatollein Tpyabl NpealecTBEHHNKOB.
O6pasLbl y30poB bypAT NpeacTasneHsl B pabotax .. Xopowwux [2-4], ®.N. Bangae-
Ba [5], E.b. BatoulpeHoBoit [6], anbbome xyaosHuKa J1. Joprumesa [7] n ap. MoTuBhl
1N KOMMO3MLMM MOHIOSIbCKOFO OPHaMeHTa M3y4anmMcb HaMmm no KHuram J1. batyynyyHa

! PaboTa BbinosHeHa npuy nodaepke rpaHTa POOU N2 15-47-04328.
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[8], U. Anammasa [9], b. Bonga [10], anbboMy prcyHKOB XydorHMKa Mannbagapa [11],
npeaMeTaMm 13 My3elHbIX KoMeKLMi.

[nA ynobcTBa Mbl UCMosb3yeM criefytolive onpeaeneHuns: OpHaMEHT UK KOMMO3MUMS
OpHaMeHTa — 3T0 y30p, OCHOBaHHbIM Ha MOBTOPE 1 YepeJoBaHNM COCTaBAIOLLMNX ero MO-
TNBOB. MOTVB — yCTOMYMBOE M306parkeHne, COCTOsALLEE U3 ABYX UM Bonee 0AMHAKOBbIX
WNK pasHbIX 3/1IEMEHTOB, CTPYKTYPHO yrnopaaoYeHHoe 1 obnafatollee onpeaeneHHown
CEMaHTUMKON. INeMEHT — COCTaBNAIOLLAA YacTb MOTUBA.

Knaccupukauma opHaMeHTOB

[na 3anonHenns B0 Hamu bbina cozdaHa paclumMpeHHan MHOroacrneKTHasA Knaccudu-
KaumA. EQnHan knaccudukauma 4o cux nop He BelpaboTaHa H1 B Poccum, HU B Apyrnx
cTpaHax. CneumanmncTbl 0BbIMHO MOJB3YIOTCA PA3IMYHBIMU CUCTEMAaMK KnaccuduKaumm
OpHaMEeHTOB B 3aBMCMMOCTM OT Liefielt KOHKpeTHoM paboTkl. Hanpumep, B 70-e rogbl
XX Beka B HuaepnaHdax B KadecTBe CTaHAAPTHOM KaaccuduKaumm Ona Konnekumn
n306pareHnii N TEeKCTOB bBbina paspaboTaHa cucTeMa lconclass [12]. OHa npegHasHa-
Yanacb AnA co3fgaHusa o4veHb 6oMbLUMX 633 OaHHbIX, COAEPHALLUMX KOHKpeTHble eTa-
nW, NpeaMeTsl UK apyrve oblume cBeAeHWA 0 My3elHbIX 1 MOA0BHBIX UM KOMNEeKLUMAX.
B HacTosLlee BpeMs oHa cogepuT bonee 28 000 yHMKaNbHBLIX MOHATUI (MapaMeTpoB
KnaccudmKaumm), YacTb U3 KOTOPLIX OTHOCUTCA HEeMOCPeACTBEHHO K OpHaMeHTY. 1o K-
dopmaumm cosgaTtenen, cucteMy Iconclass MCNoAb3yoT HECKOMBKO KPYMHbLIX eBPOMen-
cKmx My3seeB. B 2016 rogy Havanca nepeBoq 3TOM CUCTEMbl HA PYCCKMIM A3bIK C LESbio
OMMCaHNA YaCTHOM KOMMEKLUUM PaHHMUX HEMELIKOM U HMAepnaHACKoM rpasiop B MockKse.
JTa cncTeMa MoeT BbITb 04eHb NosesHa AnA UKOHOrpadUYecKx NccneaoBaHUi pas-
NINYHBIX BUOOB MCKYCCTBA B My3eAX M YaCTHbIX KOMJIEKLMAX, BKOYaA KaK 3anagHoe,
TaK 1 BOCTOYHOXPUCTMAHCKOe UCKycCTBO. OOHaKo, Ha Hall B3rNA4, 3Ta Knaccudukauma
YpesBblYaHO rpoMo3[Ka 1 HeydobHa AnA oNMCcaHWA CPaBHUTENBHO HEeBOMbLUMX KO-
NeKLMN by pAT-MOHIOSIbCKMUX Y30POB.

3aMeTuM, YTo ON1A CanToB BUBMOTEK, apXMBOB, My3€eeB, NPeACTaBALIMX UCKYCCTBO
pa3HbIX HAPOA0B 13 CBOMX 3aMacoB, XapakTepHa CUTYaLMA C MOSHBIM OTCYTCTBUEM WU
BECbMa KPaTKWMM OMMCaHMEeM OpHaMeHTasnbHOro AeKopa. o HalweMy MHeHWio, opHa-
MEHT, KaK CaMOCTOATEe bHbIN B [eKOPaTUBHOMO MCKYCCTBA, 3aC/yKMBaeT AeTaslbHoM
cucTeMaTm3aumm 1 onmcaHus.

Ml pa3paboTanu cobcTBEHHYI0, OCTATOUYHO NMOAPOBHYI0 CUCTEMY OMMUCAHNA OpHaMeH-
TasbHbIX MOTVMBOB M KOMMO3MLMA NMPUMEPHO Mo ABaALATH NapaMeTpaMm, KOTopbIe UMEIOT
Pa3/IMYHOE KOMMYECTBO 3HAYEHMIA; TaKMM 06Pa3oM, KNaccUUKaLMOHHLIE XapaKTepu-
CTVKM MOTMBOB M KOMM03MLMIA oTobparkatoTca 6onee yeM B 50 nonsax [13]. Knaccndmka-
TOP OpHaMeHTasbHbIX M306paXKeHnit B MocreaHel pedakumm OOMoSIHEH HECKOTbKMMM
HOBLIMW MapaMeTpaMu, HanpUMep «KonneKLnen 419 KOMAO3ULINIA».
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Bua MoTVBa Kak n3obpareHns, MaTepmas, Ha KOTopbli HAHOCUTCA Y30p, M TUM CHMMe-
TPUM — 3TO TPAAMUMOHHO UCMOMb3yeMble XaparTepucTuKM. OKoo ABaauaTV No3vuui
6b1nM JobaBneHsl AN COCTaBeHWs 6o/1ee No/IHOM0 OMMCAHUA MOTVUBOB M KOMMO3ULIMIA.
371 NapameTpbl HECKOMBKO OTNIMYAIOTCA APYr OT Apyra. HanpuMep, TMn cMMeTpum ans
MOTVBOB YKa3blBaeT COOCTBEHHYID CMMMETPUMIO GUrypbl — 3epKasibHYIo, MOBOPOTHYIO,
3epKanbHO-MOBOPOTHYIO, @ A/ KOMMO3ULMIA TOT e NapaMeTp 0603HaYaeT CUMMETPUM
po3eToK, 60papoB 1 y30poB 060eB. B obpasyolumx NMHUIA, — T. €. COCTOUT OH K3
NPAMOSIMHENHBIX MW KPUBOIMHEMHBIX 3/TeMEHTOB, YKa3bIBAeTCA TOMLKO AS1A MOTUBOB.
[ns KoMno3vumii B BUAE MPAMOYrOfIbHOMO WM KPYroBOro MaHHO reoMeTpuyecKoe
pacrooXeHne MOTUBA BaXHO 0603HaUYMTL: B LIEHTPE, B paMKe WW MHoe. 3[ech TaKKe
MCMOMb3yeTcA NapaMeTp «coYeTaHe MOTMBOB», B KOTOPOM Bble/IeHO YeTblpe MyHKTa:
nepenneTeHve, 060cobneHne, BKIOYeHe U YepeJoBaHMe.

YcTaHOBMEHME BPEMEHW 1 MECTA BO3HWMKHOBEHWA, @ TaKKe aBTOpCTBa 414 MOTVBa Mpo-
6nemMaTnYHo; ANA KOMMO3ULMI 3TV AaHHbIe BbIABMUTbL NpoLLe. 3anosiHeHve Tabnu ¢ xa-
PaKTepUCTMKaMM — MPOLIecC TPYAOEMKMIA N TPeBYIOLLMIA 3HaHWA NCTOPKUK, 3THOrpaduK,
NCKYCCTBOBEAEHWA, TEOPUM CUMMETPUM U MaTEMAaTUKK, @ TaKHKe YMEHWA NCM0Mb30BaThb
rpaduyecKme NakeTsl NMporpaMM AnA peakTUPOBaHUA N306parKeHwit.

Mpeacrasnenue 10 B cetn UHTepHeT

B nocnedHve gecATUNeTMA CTaHOBUTCA BCe 6oriee aKTyaslbHbIM pasMellieHne 3MeK-
TPOHHbLIX apXMBOB U 633 AaHHbLIX B OTKPLITOM A0CTyre B ceTu MHTepHeT. 3ToT cnocob
no3BonAeT NpeofoneTs NpobieMy GU3MYECKOro ycTapeBaHWa 6a3bl AaHHbIX, @ KpoMe
TOro, peanusaums B BUAe OTKPLITOro MHGOPMaLMOHHOI0 pecypca NpedocTaBsAeT BO3-
MOYHOCTb MOMYYMTb MHGOPMALIMIO LUMPOKOMY Kpyry N,

C y4eTOM coBpeMeHHbIX TpeboBaHW NPUHATO peLLeHVe pa3paboTaTtb pecypc B BUAe
WHTepHeT-nopTana. s peanvsaumm NpoeKTa BblbpaH MHCTPYMEHTapUN, BKIOYIOLLNIA
cucTeMy yrnpasneHus 6asamu aanHbix (CYB) MySQL n dpeiimeopk Yii2. CozgaBaeman
oHnarHoBas Bepcua B0 6yneT xpaHnTb He MeHee 3000 1M306parkeHnii ¢ Moapo6HbIMK
OMMCaHNAMM B COOTBETCTBUM C pa3paboTaHHoM Knaccnudukaumen.

Mpy GopMMPOBaHMIM OTKPLITOro Beb-pecypca LenecoobpasHo pasMellaTb n3obparke-
HWA Ha cepBepe M NpPenocTaBAATb MX MO CChIfIKaM, TeM caMblM pasrpyas CYB/. As-
TOpaMK MpoaHanM3npoBaHbl CTaHOAPTHBIE CUCTEMbI YpaBneHus cantoM (CMS). CMS
npeaHa3sHaveHbl 4118 Co30aHWA CTaHAAPTHBIX MHQOPMAaLUMOHHBIX PECYPCOB, TOrAa Kak
creumdurKa paspabaTbiBaeMOro NPoeKTa COCTOUT B HEOHBXOAMMOCTU PacrofiomTb Ha
caiTe 6asy OaHHbIX OpPHaMeHTOB. B CBA3W C 3TUM MPUHATO pelueHWe MCMonb30BaThb
Content Manager Framework (CMF), 370 CMS ¢ 60/1bLUMM KONIMYeCTBOM BO3MOMHOCTEN.

[nA peanusaumm npoeKTa KoMaHAoM pa3paboTyMKoB BibpaHa NporpamMmHan nnaTdop-
Ma Yii2. [aHHbI GpeiiMBOPK ABNAETCA NPOrPaMMHbIM PeLLEHNEM C OTKPBITEIM KOOM, OH
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LUMPOKO pacnpocTpaHeH cpeam pa3paboTumnKkoB. IMeeTcA coobLLecTBO, KOTOpPoe NoCTo-
AHHO pa3BMBaeT caM GpenMBOpPK 1 Moay N AnA Hero. OOHUM K3 Takmx MoAyNen ABNA-
eTcA EasyYii, KoTopbin peannsyeT GyHKLUMOHAN cTaHaapTHoM CMS.

OCHOBHble MioChl BEIBPaHHOT 0 peLLeHws:

+  TMBKOCTb: GPEMMBOPK NMO3BONAET CO3aBaThb NMPUIOHKEHNS NIOBOIN COKHOCTY;

+  dyHKUMOHanbHOCTL: EasyYii cooepHuTt Bce HeobxoduMble AnA CTaHOApTHOrO pe-
cypca byHKumY;

+ CTaHOapTHble CUCTeMHble TpeboBaHWA ANA GOSMbLUMHCTBA KOMMaHMM (xocTepos),
NpedoCTaBALLMX MECTO HA CBOWX CepBepax nof pasMeLlleHrie Be6-CanTos.

[nsa ocyulecTBneHma uMnopTa 6asbl AaHHbIX B dopmat CYB MySQL 6binm npovssee-
Hbl CNlefyioLLmne N3MEeHEHNS:

+  1306parkeHns BbIFpYMeHbl M CoXpaHeHbl B BUAe Gainos Ha cepsepe B popmaTtax
pacTpoBoit rpadukm (jpeg, bmp);

+  COOTBETCTBYIOLME MM OMMCAHWSA 3arncaHbl B OTAE/bHbIE CBA3aHHbIe TabnLbl;

«  M3MeHeHa CTpYKTypa 6a3bl AaHHbIX (4obaBfeHbl CMPaBOYHMKK, MPon3BeaeHa onTu-
MUM3auma TabauL 6a3bl 4aHHLIX).

+ n306parkeHns npeobpasoBaHbl B HoBble dopmMaTel (png, svg).

CTpyKTypa cauta

B xone MPOeKTUpPOBaHMA NnopTana BbInM BblesieHbl 0CHOBHbIe MOAY/ N NPUIOHeEHNA.

1. VIHdopMaUmMoHHBLIM 610K, Modynb peanusyeT 3afayv CTaHOapTHoro Beb-canTa,
oTobparan MHGOPMALMOHHBIE MaTepuanbl O MPOEKTe, aHHOTaUMKM OMybIMKOBaHHbIX
cTaTel No TeMe NPOEKTa, Mose3Hble CCINIKM Ha CalThbl MO OPHAMEHTaM, KOHTaKTbI.

2. 3ﬂ8HTpOHHaH 6asa AaHHbIX OPDHaMEHTOB. MO,EIYJ'II:: npenoctaB/iAeT BO3MOXMHOCTb My-
6J'Il/ll-(a|_ll/ll/l rpa(bmqecwlx l/I306paH(eHl/ll\/’I M conpoBoAnTesibHbIX TEKCTOBbLIX MaTepra’sioB O
MOTMBax N KOMMO3MLUMAX OPHaMEHTOB, rMBKoro novcka no 5):[0, ,DO6aBJ'IeHl/IF| npedax-
TNPOBaHNA KOHTEHTAa.

B0 opraH13oBaHa TakK, YTo BO3MOXKEH MPOCMOTP KOMM/IEKCOB MM MOTUBOB 1 cBObOA-
HbI Mepexof Mexay HUMK. M1306pareHna MOTUBOB C Ha3BaHWAMM Ha PyCCKOM, bypsaT-
CKOM (TYBMHCKOM) 1 @HIIMIACKOM A3blKax BEIBOAATCA HA 3KPaH OIHOBPEMEeHHO Mo [Be-
HadLaTb, MX MOXHO OTCOPTMPOBaTh Mo andasuTy nnu gate BHeceHna B B0, a Takke
BOCMO0/b30BaThCA GUILTPOM MO Nto6oMy MapameTpy. MOTVBBI MOXKHO Haxo4uTb, Mpo-
NUCTLIBAA CTPaHWULBI MM BBEOA Ha3BaHWe (HavasbHble ByKBbI) B CTPOKY MomckKa. Mpu
Bblbope KaKoro-nnbo MoTHBa OCYLLECTBAETCA MePexo Ha CTPaHWLY C KOMMO3ULMAMM,
cofiepraLliMMm 3TOT MOTMB, TaM MPUBOAMTCA MOSIHOE OnMcaHWe MoTMBa (Mo BCEM ero
XapaKTepucTkaM). PAOOM € M306parkeHeM Kam oo KoMMo3uUmMn NpeacTaBieHo ee
KpaTKoe onuncaHue, AnA NpocMoTpa NoMHOM MHbopMaLMM He0bX0AMMO NepenTy aasb-
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Cncrema

AaMUHKUCTPaTOP
caunta

-

Wutepdeiic 1

AamuHnuctpatop
[ile] BAO Ha caiite
Monb3osatenn WHtepderic 2
N
|
~N P
JAwnzalinepel WHTepderic 3 OHAalH-KOHCTPYKTOP

Puc. 1. O6wasn apxmMTeKTypa cucTeMbl

LLIe Ha CTpaHuULy BbibpaHHo Komno3uumn. Ha koHew 2017 roga B0 coaeput 127 Mo-
TNBOB 1 0Ko10 2000 KOMMO3MLUMI OPHAMEHTOB BYPAT, MOHIO10B U TYBUHLIEB.

3. KoHCTpyKTOp opHaMeHTOB. 3afayelt 4aHHOro Mofy/A ABAeTCA NpeaocTaB/eHne
BO3MOMHOCTU CO3aHWA B OHMAlH-peMME OPHAMEHTOB B BUE MaHHO M3 COCTaBHbIX
YacTel, TaKMe XpaHALLMXCA B 6ase JaHHbIX.

[NlaHHO — 3TO OpHaMEHT, B KOTOPOM UMEETCA ABHO BbIPAXKEHHbIN LIeHTP, Yr/10Bble 3amnon-
HeHMA 1 paMKa. [NaHHO MOXKeT UMeTb GOPMY Kpyra, MPAMOYO/IbHMKA, BOCbMUYO/IbHUKA
nT. 4. Mpn BHeceHwn y3opa B B0 yKa3biBaeTcA, ABAALTCA M KOMMO3MUMA YINI0BLIM 3a-
MOJSIHEHWNEM, LIEHTPAsIbHOM YacTbio MM 6OPAIOPOM, M3 KOTOPOro MOMHO CHOPMMPOBATH
paMKy ONA NaHHo. Ha canTe peanv3oBaH BapnaHT OHMaNH-CO34aHWA NPAMOYO/IbHOM0
MaHHo, [1BE MPOCThle PaMKM MOXHO NMpeobpa3oBaTth 13 MPAMOYIOfbHBIX B KPYroBbie, B
OanbHeWLleM BO3MOKHO paclumpeHne dyHKUMOHaNa reoMeTpnuyeckoro KOHCTPYKTopa
ans apyrux ¢opM. KoHCTpyKTOp peann3oBaH B BEKTOPHOM dopMaTe SVG, yto obecne-
ymBaeT bosee NpocToe MaclTabupoBaHWe YacTel y3opa 1 ynpoLlaeT AanbHenLyio pa-
60Ty C PUCYHKOM MOC/Ie CKauvBaHNA. ApXMTEKTYpa CUCTEMbI MOKa3aHa Ha puc. 1.

Cucrtema c6opa faHHbIX

IneKTPOHHaA Basa AaHHLIX OpHaMeHTOB NMpeacTaBnAeT cobol Be6-pecypc 1, Kak bbino
0TMeYeHo Bhillle, CalT CO3[aH C UCnosib3oBaHueM cbopkum EasyYii ona pperimBopka Yii2,
MpVYIMEHeHWe KOTOpOoW NO3BOAET BEICTPO peanu3oBaTh NybnMYHyto YacTb. Kpome Toro,
EasyYii y»ke cogepHnT peanmsaumio cuctem nybnvKaumMm MaTepmnasos Ha cainTe, rnops-
[OK aBTOpU3aLMM 1 ayTEHTUOUKaLMN.
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EasyiiCMS >peil i G+ Buiitth

PeAaKTMpoBaHne MOTUBOB

Comar

Crpanmua:

<=1 BuiBop cTpaHuubl

d 1 W3oBpanenne
2

123 Bocems BNaronpuATHBIX CUMEONOR: CERLEHHAR Ba3a

=

]

165 | Bocems GnaronpuATHbIX CHMEONIOS: KONECO yHEHMA

=

191 Bocems GNaroNpUATHEIX CHMEONOS: GNarod 3oHT

Puc. 2. TMaHenb ynpaeneHra MOTMBaMM

[nA onmceiBaeMoro npoeKTa 6N Co34aHbl yJ:lO6HbIE Moadynn ana pa6OTbI C MOTBaMU
M KOMNO3NLUMAMK, KOTOPbIe NMO3BOIAIOT OCYLLeCTB/IATb ﬂO6aB)'IEHV|e, yoaneHve 1 penakK-
TpoOBaHMe MOTKBOB U KOMMO3WLMI COOTBETCTBEHHO.

CKPWHLLOT NaHenn ynpasBreHyA MOT1BaMM NpeAcTaB/eH Ha pyc. 2. Ha 3Ton cTpanuue
BbIBOAWTCA CMIMCOK MOTMBOB C YKa3aHueM ero |D, Ha3BaHUA 1 n306pareHna pa3mepom
500x500 px. Mpr HaxaTUM Ha Ha3BaHWe MOTKBA M0/1b30BaTe b NePexoanT Ha CTPaHU-
Ly ero peakTUpPOBaHWA, ONA KaXA0ro MOTMBA CyLLeCTBYeT BO3MOMXKHOCTb YAANEHNA.
Kpome Toro, anA ynobcTea peann3oBaHa COPTUPOBKA Ha3BaHMM MOTVBOB Mo andasuTy
(HarkaTveM Ha 06n1acTb 1) M MOUCK MO HA3BaHWIO UM MO YacTW Ha3BaHWA, KOTOPLIE MOMK-
Ho BBeCTM B nore 2. Ha cTpanuvue pacnonaraetca no 10 MoTMBOB, HaBWraumA no cTpa-
HULaM OCyLLeCcTBAETCA NyTeM YKa3aHWA HoMepa cTpaHuLbl. OKHO Belbopa CTpaHuLb
pacrosoxeHo HaBepxy MaHenu ynpaBieHns.

PaccMoTpumM bosiee nodpobHo yCTPOMCTBO CTPaHULbl «PeakTMpoBaHme MoTuneax (puc.
3). Mpy pedaKTVPOBaHWK MW CO34aHUM MOTMBA aOMUHUCTPATOP OOSIKEH 3amnofHUTb
GOopMy, B KOTOPOI aBTOMAaTMYECKM MOKa3bIBalOTCA BCE NapameTpbl MoTvBa. B cooTeT-
CTBWM C pa3paboTaHHol aBTopaMu Knaccuduraumen dopma cogeput 23 nona. Hasea-
HWe MOTMBOB JaeTCA Ha TPex A3bIKax — PYCCKOM, BYPATCKOM M aHMIMIACKOM. Bo3MorKHO,
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6yaeT AobaBneHo Ha3BaHWe Ha MOHMOMLCKOM A3bIKE, @ MpY YBENMYEHUN KoindecTBa
OMMCbIBaeMbIX HAPOAHbLIX OPHAMEHTOB — U Ha A3bIKax AobaBAEMbIX HAPOAOB. TakK, yKe
Ao6aBneHo mnosie «TyBUHCKMIA A3bIK» A1 COOTBETCTBYIOLMX Y30poB. VI3obpareHne
60/bLLIMHCTBA MOTMBOB MPeACTaB/IEHO B BUAE KOHTYPA, T. €. Mbl CO3HaTE/IbHO BbIbVpaeM
13 MHOXeCTBa BapMaHToB Hanbosiee NpocToit. TonbKo 6osee CIoMHHbIe MOTMBI, HaNpK-
Mep C/I0H, MepefaloTcA WTPUXOBLIM PUCYHKOM. B KayecTBe MCTOUYHMKA M306pareHuns
NpMBOAMTCA Ha3BaHWe NeYaTHOro M3JaHwus, U3 KOTOPOro B3AT obpasell.

MHoecTBO napameTpoB AN yAobcTBa 06beanHeHsl B rpynnbl. Mx BeI6op ocyllecT-
BNIAETCA C MOMOLLbIO MPOCTaHOBKM GNaXKKOB, YTO 3HAUMTE/IbHO YCKOPAET 3amnosiHeHWe
dopmbl. [InA BBoga nHbopMaumm o0 gaTe U UCTOUHUKE NMPOUCXOXKOEHWA, BUOE CUMMe-
TPWU 1 CUMBOJIMKE MOTMBA NPeayCMOTPeHbl TEKCTOBbIE N0AA. [JononHuTensHasa MHoop-
MaLMA 0TobparKaeTCcs TakKe B TeKCTOBOM rofie «[puMedanms». B HacToALmMiA MOMeHT
3aMosiHeHbl AaHHble Mo 114 M3BECTHLIM MOHI0/10-6YPATCKMM MOTMBaM 1 AobaBreHsl 13
TYBMHCKMX MOTMBOB, HEKOTOPbIE MOTUBbI UCMOSb3YIOTCA U BYPATCKUM, U TYBUHCKUM Ha-
podamun. Bua cuMMeTpum MoTVBa YKa3biBaeTcs ABOMHBIM 0603HayeHneM — no LLly6Hm-
KoBY [14] 1 B cKoBKax — MeXayHapoaHble cMBOSbI Mo AbnaHy [15].

Hambonbluve 3aTpyaHeHUA Bbi3biBaeT 3amofiHeHWe OBYX nonen: «Jata» u «CTeneHb
CNIOMHOCTU», TaK KaK OHM TpebyloT crneumanbHbIX OOMOSIHUTENbHBLIX MCCed0BaHNM.
Mpoucxomw deHre MHOKecTBa MoTMBOB datupyeTcs |-l BB. 40 H. 3., Apyrve BO3HWKM
MO3Me; Mbl CYMTaeM BPeMs CO3[aHUA MOTVBA OOHOM U3 BaHENLIMX XapaKTepUCTHK,
KoTopas bydeT BrocneACTBUM yCTaHOBMeHa W 3adMKCMpoBaHa B co3fgaBaeMoit 6ase
AaHHbIX.

BbluncneHve cTeneHun CoHOCTH M30bpareHnsa HeobxoamMmo Ansa dopManmsaumm nsy-
YeHWs OpHaAMEHTOB, BBeIeHWA B 3Ty 06/1aCTb HE TOSIbKO OMMCcaTesIbHbIX, HO M YNCIeHHBIX
MaTeMaTUYeCKNX XapaKTepUCTUK. K corkarneHuio, noka eauHoN METOAUKN 718 Bbl4McIie-
HVA He CYLLeCTBYET, XOTA NpUMepbl pacyeToB MMeioTcA [16; 17].

OKHO GOpMbI MOMHO MacLLTabMpoBaTh, yBeMUMBanA M30bpareHne 4ns yaoobcTea 3a-
nosnHeHnA. B aToM cfiydae Ha 3KpaHe GpopMa MoSIHOCTLIO He NoMeLLaeTcs, HO BrosHe
XBaTaeT ABYX pa3MepoB 3KpaHa. OueHb yOo6HO OpraHM30BaHa KHOMKa /1 COXpaHeHus
[aHHbIX C MUHK-M306parkeHneM y3opa (BHWU3y cripaBa), KoTopan Nnpw Niobbix nepemetiie-
HWAX MO 3KpaHy ocTaeTcA BMOMMON. Ha puc. 3 NoKasaHo TP TaKMX KHOMKM, KoTopble
6BV BUOHbI NPU YBESINYEHUM.

Mpv fo6aBneHM HOBOMO MOTUBA UM KOMMO3MLMM BCe HE0bX0AMMble aTpUby Thl GOpMbI
y¥e oTMeueHbl prarmkamin. CneumanucTy, KOTopblii BHOCUT HOBbIE 3HaYeHWs B 6a3y daH-
HbIX, HEOBXOAMMO CKOPPEKTUPOBaTL GopMyY, yBpaB N1LIHME 0TMETKW. [aHHblin noaxon
Mo3BOMAET YCKOPUTL 3anosiHeHWe 6a3bl AaHHbIX.

MaHenb ynpaBieHWA KOMMO3ULMAMM CMPOEKTUPOBaHa aHanorMyHLIM 0bpasoMm, codep-
HUT 16 xapakTepucTuK B 52 nonAax. 34eck NOABUIOCE Nofe «ABTOP», FAe N0 BO3MOMK-
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Bocewm 61aronpiaTHbIX CUMBONIOB: MPABO3aKPYNEHHAR PAKOBMHA = Kpyr ¢ TouKol
sl i i
Kpect anTasHiiHbI
ey

s

MONYMECALY CePNOBUAHBIA MOTVB, NOAYKPYT

Puc. 4. MpuMep Bbibopa MOTVBOB, COCTaBAAIOLMX KOMMO3WLIMIO

HOCTM ByOyT yKasbiBaTbCA MacTepa W XyOOMHWKW, co3AaBaBluMe obpasubl. Tak Kak
KOMMO3MUMK Yallle BCero He MMelT OpUrnHasIbHbIX HAaMMEHOBaHWI, HaMW UCMoNb3yeT-
CA NpocTaBsieHHble Yepes Aeduc: abbpeBMaTypa HasBaHUA UCTOYHMKA UM HaYvaslbHble
6yKBbl GaMWUIMKM aBTOPa, MO M3[aHWA, HOMep CTPaHWLbl 1 HOMep 1M306parkeHna, ecnn
MX Ha CTpaHuLie HeCKoMbKO. HanpuMep, oaMH 13 60pAtopoB 13 anbboMa «bypATcKkuii Ha-
POAHbIN OpHaMeHT» [3] obo3HayeH Kak BHO-1972-55-2, a po3eTka n3 KHuru L. Anam-
¥waBa (1985 rog mspaHua [4]) Ha3BaHa H-1985-47-8. KpoMe MCTOYHWMKA, ANA 4acTu
KOMMO3MUMI YKa3bIBAeTCA KOMMEKLMA, HanpuMep, y3opbl 13 Konnexkumn MN.I1. Xopotumx
ony6IMKOBaHbl B HECKOJIbKMX KHUMaX, HO MMEeeTCs BO3MOMHOCTb NMPOCMOTPETHL UX BCe,
BbIbpaB M3 CrINCKa NMpK MOMCKe 3T0 UMA.

[na yoobcTBa yKasaHWA MOTMBOB, COCTaBAIOLLMX KOMMO3WLMIO, CO3AaH0 OTAeNbHOoe
BCM/IbIBalOLLIEE OKHO C yBENMYEeHHbBIM M306parkeHeM y30pa 1 CCKOM BCeX MOTUBOB, 113
KOTOPOr0 NTerkKo OCYLLeCTBAETCA BbIGOP HYMHHbIX Ha3BaHWUIA (pUC. 4).

KoMnosnumi, BKNOYaoLWMX 0anH, a Yallle HECKO/IbKO MOTMBOB, MHOMMe Thicayn. B B0
0TPefakTMPOBaHO COMAEPHMMOe, KOTopoe BbiNo M3BMeYeHo M3 npedblayllein Bepcum
6a3bl AaHHbIX, MapanienbHO BBOAATCA HOBble M3006parKeHna N UX XapaKTepUCTUKMN.
06bem B0 6yneT npesbitaTs 3000 opHaMeHTasIbHbIX KOMIMO3ULWIA.

MprMep KOMMNO3ULMK CO BCEMM XapaKTepUCTUKaMM NMoKasaH Ha puc. 5. 3ToT y3op cocTo-
WT 13 OBYX MOTMBOB, O[MH M3 KOTOPbIX — «M0/10Ca», @ HE «3M1r3ary, TaK KaK NPOpPUCOBaHbI
BbIBA3aHHbIE MET/IM, U, MO CyLLEeCTBY, OHM 06pa3yoT NOMoCk Pa3HoOW LWMPKUHLL. BTopoi
MOTMB «paHTasnHbIN», TO eCTb 3TO M306pareHne, NpUayMaHHOe MacTepoM (XyOoH-
HVKOM, An3aliHepoM). Yallie BCero UCnosb3yeTca Kak OOMoNHUTE bHbIA 3/1eMEHT OpHa-
MEeHTa, He OTHOCUTCA K TPAAULMOHHEIM MOTUBaM. KOHKPETHOM0 pUCYHKa Y MOTUBA HET,
OH MPUMEHSAETCA B C/ly4ae HEMOHATHOIO Ha AaHHbIM MOMEHT M3obparkeHus. B cnydyae
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Konnekuua: .M. Xopoux

Puc. 5. Mprmep KomMno3uumm ¢ onvcaHveM no 16 napameTtpam Knaccudumxaumm

JanbHeNLWmX yTOYHEHWUI 1 MOABNEHWA HOBLIX CBEAEeHM B 6a3y MoryT 6biTb [obaBEHb!
HOBbIE MOTUBbI.

KoHcTpyKTOp

Knaccudmumpys Komnosmumm no Buady M3obparkeHus, Mbl BblAenaeM yronku, bopaio-
pbl, PO3ETKK, MaHHO K ceTyaTble y30pbl. B pasgene canTa «KoHCTPYKTOp» U3 Yro/KoB,
6opapoB 1 po3eToK NpeaycMoTpeHo GOpPMUPOBaHWE OPHAMEHTOB B BWUAE MaHHO B
pexunMe peanbHOro BpeMenu. Tak Kak B B0 vcnonb3yeTcA pacTpoBeii dopmar, a B
KoHCTpyKTOpe — BEKTOPHLIN, NPAMbIe COOTBETCTBUA M306parKeHWin oTcyTCTBYIOT. [pA-
MOYIo/IbHOe MaHHO 06bIYHO BK/OYaeT B cebA LieHTpasibHylo YacTb (B BUAE PO3ETKM),
CMMMETPUYHO PacrosoKeHHbIE YeTbipe YroBbIX GUIypbl U paMKy B BMAE 3aMKHYTOMO
6opatopa. MpocTenian paMKa CoCTOUT 13 0OOHON UM HECKOMBKMX Nonoc. bonee cnox-
Hble paMKM NpeACcTaBnAIT Cobo OpHaMeHTasbHble 6opAlopbl, COCTEIKOBAHHLIE Onpeae-
NeHHbIM 06pa3oM, C aKKypaTHoOM NpopaboTKOM YriioB..

Ha pwc. 6. nokasaH npumMep naHHo, cHOPMUPOBAHHbIA B OHMANH-KOHCTPYKTOPE M3 LieH-
Tpa N2 18, yronka N2 2 1 paMkm N2 4. BeibpaHHble 06pasLbl LleHTpanbHOM po3eTku U
YrONKOB MOryT MaclITabupoBaTbCs, YrofIKM aBTOMATUYeCcKM CUMMETpUpYioTcA. Yron-
KW MOFYT TaKXe COABUraTbCA MO FOPU30HTaNN U BepTMKanu, GopMmnpys HeobxoauMble
NpOMopLMM CTOPOH NPAMOYOMbHUKA W Peryvpys OTCTYMbl 0T pamMKku. [JocTyneH Beibop
MPONOPLMIA 13 Pa3IMYHBIX MpeaiaraeMblX COOTHOLLEHWI, B TOM YMC1e C y4eTOM 30/10-
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Puc 6. OHNalH-KOHCTPYKTOP NPAMOYObHbLIX MaHHO

Bopaiopbl A

TOro ceyeHusA. B gaHHOM MpuMepe COOTHOLEHMe CTOPOH 3aBUCUT OT YMC/ia MOBTOPOB
T-06pasHbIX 31eMEHTOB PaMKW Mo BEPTUKaM 1 FOpU30HTaNM 1 paBHo 6/10. Packpalum-
BaHMe NaHHO NMPOMCXOANT ClyYaliHBIM 06pa30oM BbIbpaHHLIMU LIBETAMM, KOTOPbIE MOMHO
N3MEHWUTb, UCTONb3YSA NpUaraeMyio NaanTpy UBETOB.

Ecnm B 06pasue BbIbpaHHOr0 yrofika npucy TCTBYIOT HE3aMKHY ThIe MOJI0CH], TO OHW aB-
TOMaTUYECKM MPOAeBalOTCA 40 cepednHbI MPAMOYOSbHUKA, 06pa3ys 3aMKHY ThI KOH-
Typ, B 3TOM C/ly4ae MOMKHO 060/TWCL 6e3 [oMNoNHUTeNbHOM paMKu. Co3aaHune oThesb-
HbIX 06pa3LioB 60pAiopoB ANA PaMOK — 3TO crieLnduryecKan 1 HenpocTan 3agadva. MNoka
npeanaraloTcA ABe NPOCThIe PaMKK B BUAE MOMOC, KOMYECTBO KOTOPbLIX MOMHO M3Me-
HATb 0T 1 00 5, M YeTbIpe XapaKTepHbIe y30pHbIE MPAMOYrofbHble paMKW. KBagpaTHyo
PaMKy MOMHO MPeobpa3oBaThb B OKPYKHOCTb, CO34aB TEM CaMbIM MaHHO B Kpyre.

Monb3oBatesb, MMeA 50 LeHTpasnbHbIX 31eMeHTOoB, 25 06pa3sL0B Yro/IKoB 1 6 BUOOB pa-
MOK, MoMeT co3faTtb 6onee 7000 pasHoobpasHbIX BapyaHTOB NaHHo (6e3 ydeTa Mac-
LUTabUPOBaHNA N MPO4NX PeAaKTOPCKMNX MPABOK) 1 3aTeM COXpaHnTL 0bpasel| B BeKTop-
HoM dopmMaTe ANA OanbHeNLWero UCNosib30BaHWA B CBOEM TBOPYECTBE.
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BuiBoAabl

Takum obpasoM, B paboTe paccMOTpeH OMbIT paspaboTKM WMHTepHeT-ropTana
monornament.ru [18]. Ha f4aHHbIM MOMEHT MPOTOTMN CaliTa peanv3oBaH 1 pa3MeLLeH B
OTKPLITOM JocTyrne B ceTn VIHTepHeT. ABTopaMu nepepaboTaHa 1 JoMNoHeHa Knaccu-
dMKaLWA opHaMeHTOB, Ha OCHOBaHWM KOTOPOW CO34aHbI WaboHbl ONMMcCaHWii MOTMBOB
1 KOMMNO3WLMI ONA NpeAcTaBneHVA Ha nopTane. Pa3paboTaH NpoToTUN KOHCTPYKTOpa
OpHaMeHTasbHbIX MaHHO, MO3BOJAILLMIA BLICTPO CO3AaTb BapWaHT y30pa, NMpUeMsIeMbIit
ONA YKpaLLeHWA Pa3InNyHbIX MPAMOYO/bHbLIX MOBEPXHOCTEN: OTKPLITOK, MPaMOT, ynaKo-
BOYHbLIX KOPOBOK, CTOMOB, CYHAYKOB U T. M. Mcnonb3yeTca OpyHecTBEHHbIN MHTepdeic,
1 cama ba3a [aHHbIX OpHaMEeHTOB cTarna bosnee coBpeMeHHoM, yA0BHOM 1 HacbILLEeHHOWM
MHopMaLmen.

Pa3MellieHne 3/1eKTPOHHOM 6a3bl AaHHbIX, MOCBALLIEHHON TPAAMUMOHHOMY OpHAMEHTY,
B OH/1aH-JOCTYMe No3BOAeT 06ecneYnThb WMPOKNUIA 4OCTYM 3aMHTepPeCoBaHHbIX L K
BaXKHOW YacTW HALMOHANbHOMO KY/bTYPHOM0 Haceamna bypsaT M MOHIOS10B, M3y4aTh, CO-
XpaHATb M pa3BrBaTh HAPOAHbIE TRAAMLIMN. [TPOEKT MOMKET 6bITb MoJSIe3eH UCKYCCTBOBE-
OaM, KynbTyposoraMm, aTHorpadam, MacTepaMm Xy0HeCTBEHHbIX MPOMbICI0B, LUKObHN-
KaM ¥ CTYOEeHTaM, yYallMMCA XYOOHECTBEHHbIX LIKOS, AM3aiHepaM Mebenn, ogerdbl,
nocyapl, l0BeMpaM 1 apxXMTEKTOPaM.
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YK 004.9

Digital Humanities

B CTPYKTYype
ryMaHUTapHbIX HayK

M.A. NanTeBa, E.A Topaeesa, Cnbupckuii defepanbHbin yHUBEPCUTET

AHHOTauUuMA

MpeanpuHATa nonbiTka GMNocopcKoro aHanm3a MecTa UMPPOBLIX TEXHOMOTMIA B CTPYKType
ryYMaHWUTapHbIX HayK, a Takxe Digital Humanities B LenoM. PaccMoTpeHbl BapnaHThbl MU3MeHeHNA
CTPYKTYpbl FYMaHWTapHOro 3HaHWA MOCPeACTBOM BO34encTBMA MHCTpyMeHTapuA Digital
Humanities.

KniouyeBble cnoBa:

Digital Humanities, MexaucumniavHapHble 1ccnefoBaHuaA, LMGpPoBbIE MyMaHUTapHbIE HayKw,
CTPYKTYypa ryMaHUTapHOr0 3HaHWA.

BBeneHue B npobnemy uccnegoBaHus

Digital Humanities Ha NpoTAXKeHWUM y¥Ke NoYTU NMosyBeKa [oKa3biBaeT, YTo AeNCTBUTE Tb-
HO ABNAETCA OTAeNbHOM 06nacTbio MccedoBaHuA. M uMmeeT 6e3ycioBHble 0CHOBaHMA
[ON1A 3TOro: 3aBepLUeH 1 NpeacTasneH pad ybeamTeNbHbIX MPOEKTOB B 06/1aCTU JINHI-
BUCTUKN, UCTOPUM, MY3bIKM, UCKYCCTBOBEOEHWNSA, Peann30BaHHbIX C UCMO/b30BaHNEM
UMPPOBOro UHCTPYMeHTapUs; CGopMMpPOBaHO HayyHoe coobulecTso Digital Humanities,
KOTOpoe B paMKax pery/spHo NpoBoaNMbIX KOHGepeHLNIA 1 ceMMHapoB npeacTasnsaeT
pesynbTaThl CBOUX UCCNeAoBaHNMIA; 0bcyKaaeTca cTaHoBneHue Digital Humanities Kak
yyebHoN ancumnanHsI [6].

Tannep MaHdpen, npodeccop KenbHcKoro yHnBepcuTeTa, B 2012 rogy npeanpuHAn
NonbITKY aHanm3a anckyccuin Bokpyr Digital Humanities, Bbigenas Mexay TeM onacHo-
CTUW pa3BUTUA JaHHOW MEANCLUMMIMHAPHOW 061acTV: aKUEHT Ha MHGpacTpyKTypy s
Digital Humanities MoeT 3aTeHATbL TOT GaKT, YTO UCC/IeJ0BaHNA B KOHEYHOM cYeTe 06y-
CNOBJEHBI aHANMTUYECKUMIU METOAAMMU U MHCTPYMEHTaMM, @ He TONbKO obecrneveHrnem
HeobX0AMMbIMW AaHHBIMU UK MyBAMKaLMEeN UCCe[oBaTeIbCKOro MHCTPYMeHTapUs;
IT MoXeT noafepHu1BaTh NyMaHWTapHbIe HaYKM BO MHOMMX GOopMax MU HauMOoHa N bHbIX
Tpaamumsax, YTo, OAHAKO, He JOMKHO 3aKpLIBaTh Horee LMPOKOro B3rf1A4a Ha BO3MOK-
HocTu Digital Humanities; HagBuraroLlanca «MobuibHasA peBosiioLMA» MOXKeT NpUBECTU
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K MOBTOPEHMIO pa3pyLUMTeNIbHOro npolecca, npovcxogvsllero B xode K- n uHTep-
HeT-peBoNOLMIA; HanpaeneHuio Digital Humanities, Bo3MoHo, NpuaeTca cuirpath 6o-
Nee aKTMBHYI0 POJIb HE TOJbKO B BOCMPUATUM TEXHOOMMI, HO U B MX pa3BuTum [7].

MocTaHoBKa npobneMsl

B pamKax gaHHoW cTaTby HaMuK MpeanpuHATa NonbiTKa ¢unocopckoro obocHoBa-
HMA HeoTBpaTUMOCTK BXxoxaeHUsa Digital Humanities He TONbKO Kak MHCTPYMEHTa,
HO M KaK OTAeNbHOro MeXANCUMMAMHAPHOrO HanpaBieHNA B CTPYKTYPY MyMaHu-
TapHOro 3HaHuA.

Camo no cebe ryMaHUTapHOe 3HaHMe HeoAHOPOAHO. «Mbl 3HAEM, YTO rpaHULbI FyMaHW-
TapHOr0 3HaHWA, KaK BHELLHME, TaK 1 BHY TPEHHWE, CIMLLIKOM pa3MblTbl. BHy Tpu ceba Ka-
¥ OaA AMCUMNIMHA COOEPHMT He TOMbKO pa3aesbl, HO U LenbI pAd LLKOS M MeTOA0B, He-
KOTOpble 13 HMX CTaBAT N0 COMHEHVE MPaBUIbHOCTb APYrMX, MHOMME U3 HUX ABNAITCA
06LWMMN ON1A HECKOMBKUX AMCUMMWH. o KpaiHen Mepe, Mo BHELLHWMM MoKa3aTesnsam
HEeKoTopble MyMaHUTapHble AVUCLMMAWHEI, HanpuMep UCTOPUA, MOryT ObiTb OTHECEHbI
K coLManbHbIM HayKaM. B LIeNoM e cumMTaeTcA, YTo TpY MW YeTeipe ANCUMMAMHBI — Gu-
nocoduA, UCTopuA, NMTepaTypoBedeHNe 1, BOSMOXKHO, aHTUKOBEEHWe — COCTaBAAIT
OCHOBY COBPEMEHHOMO MYMaHWTapHOro 3HaHWA. /1 mpy 3TOM Mbl 3HaeM, Y4T0 MOCTOAHHO
C03[al0TCA HOBbIE NN BCMIOMOraTe bHble AUCUMMMHEI (KOTOPLIM He XBaTaeT MHCTUTY-
LIMOHaNbHOM MHGPACTPYKTYpPhl MOMHOLEHHBIX OUCUMMNAWH) B OTBET Ha BO3HWMKHOBEHWE
HOBbIX TEXHOSIOMUIA NN KaHPOB (MCCNe[oBaHMA TeNeBUAEHUA, UMPPOBLIE TEXHOMOM MM
B MYMaHUTapHbIX HayKax), UK HOBbIX COLMaNbHBIX, KybTYPHBIX, MOIMTUYECKUX ABUHKeE-
HWI (TreHOepHbIe UCCNe[0BaHWA, MOCTKOMOHWAN3ZM), UM HOBbIX KapbepHbIX BO3MOXKHO-
cTe (My3eeBe[eHME), NN HOBbIX GYHKLMOHAMbHEIX CBA3EM C APYrMMX ANCLMMAIMHAMU
(menoBaA M NpodeccroHanbHaA KOMMYHWKaUMA), UM NpoCcTo HOBOrO cripoca (muca-
TesnlbcKoe MacTepcTBo)» [1]. Mpuuem BoobparkaeMble rpaHuLbl 'yMaHUTapHOM obnacTu
BpeMA OT BPEMEHW «MOABEpralTcA aTakaM» CO CTOPOHbLI 06/1acTeill TOYHOrO 3HaHUA.
Hanpumep, Wrope OMutpreBny Haesaan, AoKTop ¢unocodckmx HayK, npodeccop,
3aBegywmn kapegpon dunocodum CapaToBCKOW FOCYAAPCTBEHHOW OPUONYECKON
aKageMuu, cuMTaeT MaTeMaTUKy MYMaHUTapHO HayKoW 1 MonaraeT, YTo oHa NofobHa
NVHFBUCTUKeE [3], TaK e Kak 1 I0pui IBaHOBWY MaHWH, pOCCUMCKIMM MaTeEMaTUK, anre-
BpanyecKunii reoMeTp, YneH-KoppecroHaeHT PAH, KOTOpbIM NpUAEPHKMBAETCA MHEHNA O
TOM, YTO MaTeMaTuKa ABNAETCA 0TPAC/Ibio GUIONOr N U IMHFBUCTUKM [2]. ELLle B Havane
XX BeKa y4eHble NbiTanmncb NpUMEHNTL MaTeMaTUYeCKNe METObI B YMaHUTapPHbIX Hay-
Kax, B 4aCTHOCTM B IMHIBUCTMKeE. Tak bbin nccnenosaH poMad A.C. NyLwKnHa «EBreHni
OHervH» Ha NpeAMeT BEPOATHOCTU C/1eJ0BaHWNA M1aCHOIr0 MW COrlacHOro 3ByKa 3a Ka-
YO0V 6yKBOW B Mpon3BeneHun [4].

Jioban obnacTb Hay4HOr0 3HaHWA B CBOEM Pas3BUTUM CedyeT SIOr1Ke CyLecTBOBaHWA
1 B3aVMOJENCTBUA CTPYKTYPbI U ee 371eMeHTOoB. [oHATUA 3/1IEMEHTOB M CTPYKTYPbI pas-
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pabaTbIBAIOTCA C aHTUYHBIX BPEMEH W TPAKTYIOTCA B COOTBETCTBUM C NPeACTaBIeHNAMU
0 MUpOYCTPOICTBE B LesioM. [ndaropeiLibl abconioTU3NpoBany CTPYKTYpPY ABEHMA U
MUpa 1 0OBACHANM COCTOAHME W CTEMeHb YCTOMYMBOCTM CTPYKTYPLI KONMMYECTBEHHbI-
MW, YACSIOBLIMW COOTHOLLEHWAMU. [IEMOKPUT CTPYKTYPHBIMU 0COBEHHOCTAMU HadenseT
aTOMbI, MHOr006pa3sHLIe CoMeTaHWA KOTOPbLIX eCTb Tena/06beKThl, U CYATAeT NPUYMHON
HOBbIX KaYeCTBEHHbLIX COCTOAHMI MPOCTOE N3MEHEHWE CTPYKTYPHON CBA3W TEX 31eMEH-
TOB, KOTOpble 06pa3yoT ABNEHKE.

Hawnbornee nonHoe n getansHoe UcciedoBaHWe CYLHOCTA U COOTHOLLEHWA 3/1EMEHTOB
M CTPYKTYpbl NpeacTaBneHo B pabote B.M. CBuaepckoro «O gnanexTuke afeMeHToB u
CTPYKTYPbl B 06 bEKTUBHOM MUpe U B Mo3HaHuW» [5]. B cTpeMneHnn npocnedmTb 3aKo-
HOMepHOCTb B GOPMUPOBaHUM U M3MEHEHUM CTPYKTYPbl FyMaHUTapHOM 0651acTu 3Ha-
HVA BOCMOMNb3YeMCA TEPMUHOMOMMYECKON TPaKToBKOM CBMAEPCKOro, Mo 3fieMeHTaMu
MOHMMAIOLLEr 0 «/1t06ble ABMEHWS, MPOLIECCH, @ TAKMKe UX CBOMCTBA U OTHOLLEHWS, HaXo-
OALMECH B KaKoW-MB0 B3aMMHOM €BA3My». CTPYKTYpa OrnpeaenseTcs UM Kak «Xxapak-
Tep, 3aKOH CBA3M 3/1IeMEHTOBY, UX eVUHCTBO M CNocob B3aMMOAENCTBUA, YTO Bbi3biBaeT
BO3parkeHuWe, a NMoOpoKr 1 pasdpareHre HeKoTopbix dunocodos (Hanpumep, MH. PyT-
KeBWYa). TeM He MeHee caMo MOHATWE CTPYKTYPbI, TPAKTYIOLLEeCA No-pasHoMy B pAde
CMEeHbIX 0bn1acTel 3HaHWA, CTAHOBUTCA 3TaKMM KaTeropuasbHbIM MHCTPYMEHTOM B M0-
MbITKaX 06BACHUTL CYTb W MPUYMHY MPOUCXOAALLMX ABMEHWIA, HE HeNaoLLMX TOMUTLCA B
OXMOaHWMN aKaAeMUYECKOr0 e AMHOAYLLUMA B BONpOCce AePUHULIMM, KaK 3TO MPOMCX0aNT
c Digital Humanities.

MeTtopgonorusa

He peluanch MPUMKHY Tb HU K KaKOMy Hay4YHOMY COO6LLeCTBY B JaHHOM BOMPOCe, CTaHEM
paccMaTpuBaTh CTPYKTYPY KaK MpoUecc 1 B TO ¥e BpeMs KaK yCTOMYMBOE COCTOAHME.

Jiobas cTPYKTypa, B TOM YnCIIe U CTPYKTYpa MyMaHUTapHOM0 3HaHWA, COCTOMT U3 3/1e-
MEHTOB, Kam[Obll N3 KOTOPbLIX NpeAcTaBnAeT cobol HeKoe eMHCTBO YCTONYMBOCTU U
N3MeHYMBOCTW. M Kamaan CTPYKTYpa KOHeYHa B MiiaHe BO3MOMHOCTH coepaTb («oc-
BOWTb») OrpefesieHHoe KonmyecTBo 35ieMeHToB. OHM CBA3aHbI He TONIbKO Meay cobow,
HO U C APYrMMU ABNEHWAMM/CTPYKTYPaMmM M He MOryT BbITb 0HOMOPAAKOBLIMI. M03To-
MYy MEeXAMNCLMMIMHAPHOCTb — ECTECTBEHHOE COCTOAHME Pa3BUTUA CTPYKTYPbI M'YMaHM-
TapHoro 3HaHuA. OCHOBHaA CTPYKTypa MOXET NPOM3BOANTL HOBbIE 31IEMEHTLI, KOTOPLIE
BbI3bIBAOT NMOABIEHWE cebe NOAo6HbLIX M MOTyT GOPMMPOBATLCA B MHYIO CTPYKTYPY.

TakunM 06pa3oM, Miobas CTPYKTYpa, NPOCTas UK CNIOMHaA, onpeaenaeTca ee 3fieMeH-
Tamu. CnejoBaTesIbHO, OHa BCELIESO 3aBUCUT OT HUX.

HesHaunTenbHbIe M3MeHEeHWA 3N1EMEHTOB He MOBJIeKYT 3a Co60M paspyLLIEHNsa CTPYKTY-
pbl U 06pa30BaHUA HOBOM, 3HAYMT, OHa CaMOCTOATENbHA, HO 3Ta CaMOCTOATE/ILHOCTb
He abconioTHa.
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XapaKTep M3MeHeHWN N pa3BUTUA 3N1IEMEHTOB 3aBWCKT OT Crocoba KX CBA3M U B3aMMO-
[OenCcTBMA B paMKax Lenoro (CTpyKTypel). Tak, ncnonb3oBanue LnMdpPOoBLIX TEXHOMOM A
BCeraa npuBA3aHO K KOHKPETHOWM 06/1acTy 3HaHWi (MCTopKA, NMHIBUCTMKA U ap.) OT-
HOLLEHWA MOryT ObITb Pa3HbIMK: COOTBETCTBUE, HECOOTBETCTBME, B3aMMOOOYC/OB/IEH-
HOCTb, NpoTnBopeYne 1 Ap. CTpyKTypa MOMKET CrocobCcTBOBaTL UM He CrocobCcTBOBaTh
Pa3BUTUIO 3/1EMEHTOB M paboTaeT Npu yCI0BUM UX COOTBETCTBMA UM HECOOTBETCTBUA
Mo XxapaKTepy, yPOBHIO MV TEMMaM M3MeHeHWA 1 pa3BUTUA. [TporpeccupyioLLme aneMeH-
Thl MPUXOLAT B NPOTMBOpPEYMe CO CTPYKTYPON. YCnoBMe paspeLleHrA NpoTMBoOpeYmns —
3aMeHa CTapoi CTPYKTYpbl HOBOW. M 3To noBTopAeTcs beckoHeyHo. CnegoBaTesisHo,
CMeHa CTPYKTYpbl B pe3y/nsTaTe pa3BuTUA 3/1eMeHTOB 3aKoHOMepHa. TpeboBaHWA K Heit
NpeabABNATCA HE KaKMM-NIMB0 HUYTOMHEIM YMCSIOM 3/1EMEHTOB, @ BCe UX COBOKYM-
HOCTbI0, M60 OHWM B3aMMOCBA3aHI. [1oABNAETCA HOBasA CTPYKTYpa, M OHA COOTBETCTBYeT
HOBLIM 311eMeHTaM. TakviM 06pa3oM, B pa3BUTUN N0OOr0 ABMEHWA 3aI0MeHbl TeHOEeH-
LM OTCTaBaHWA CTPYKTYPbl OT Pa3BUTUA ee 31EMEHTOB 1 MPUBEAEHWA CTPYKTYpbI B CO-
0TBETCTBMeE C pa3BMBalOLUMMUCA 31eMeHTaMn. OHa He MOXeT 0CTaBaTbCA OAHOPOAHOM
B MEHAIOLLEMCA MPOCTPAHCTBE M TeYeHUM BPeMeHW. B HalleM crlyyae MoABAeHNe HOBOW
CTPYKTYpbl BPAO M BO3MOXHO, Tak Kak Digital Humanities no 6onblueit YyacTu Hocut
MPUKNaOHOM XapaKTep, HO KA4EeCTBEHHOE M3MEHEHWE CaMOW CTPYKTYpbl F'yMaHUTapHO-
ro 3HaHWA Mo BO3AENCTBMEM CTPEMUTENIBHOMO Pa3BUTMA OOHOMO 13 ee 31IEMEHTOB BCe
e BUOMTCA Hen3berHbIM. B JaHHOM cUTyaumMm 3TO 04eBUIHLIN CNOCco6 «BbIFKMBaHWA»

CTPYKTYpBI.

3aKknoyeHue

B HacTofLLee BpeMs Mbl MOXKEM HabMoaaTe HEKOE NMepexofHoe COCTOAHUE CTPYKTYpPbI
rYMaHUTapHOrO 3HaHUA 3a CYET HapacTaHUA 3IEMEHTOB HOBOMO COCTOAHWA, CBA3AHHbIX
C MPVMEHeHVeM LMdPOoBbLIX TEXHOOMMIA B NMpoLiecce McciedoBaHWA. Takoe coCToAHME
MOHO Ha3BaTb KOMMPOMMWCCHBIM, HO 3TO HE MOMKET ANMTbCA HECKOHEYHO, MOTOMY KaK
KOMIMPOMMCC — COCTOAHME BpeMeHHoe. OCcTaeTcA 0WH BbIX04: U3MEHEHME CTPYKTYpbI. B
[aHHOM CJlyYae 3a CYET BKITIIOYEHWA B HEE UM e «MPM3HaHKA» HOBOIO ee 3/1leMeHTa —
Digital Humanities.

TaKk1M 06pa3soM, HMKaKasA CTPYKTYpa He MOXET NpeAcTaBnaTb coboli cTaTuyHoe obpa-
30BaHuWe. HenpeMeHHoe ycoBMe ee CyLLIeCTBOBaHNA — COOTBETCTBME 3/IeMeHTaM, KOTo-
pble HaX0AATCA B COCTOAHMM MEPMaHEHTHOMO U3MEHEHMA.

JTiobble MOMbITKM HACUIBCTBEHHOMO COXPaHeHWs CTPYKTYpPbl B HEM3MEHHOM Bre obpe-
YeHbl Ha NMpoBan. Tak Koraa-To NPoM30LL0 C MePTBLIMU HbIHE A3bIKaMU: OHW ObIN 33y~
MaHbl BEYHBIMU U HEM3MEHHBIMM, B TO BPEMSA KaK MEHANNCh JIIOAN, BPEMSA, UMBUIM3ALMN.
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YK 75.02

Kak caenaH

«YepHbI KBagpaT»:

MeTOo/bl OLleHKN 3CTeTUYECKOM
LIEHHOCTU XXUBOMUCU C TOYKMU
3peHuA Teopum cBoboaHOro
pacnpenesieHNA pecypcos

B.I" CyxoBonbckuin, QepepanbHbii Mccne[oBaTeNbCKMM LIEHTP «KpacHOAPCKUI HayYHbIN LIeHTp
CO PAH»; Cnbupckuin depepanbHbIi yHUBEpCUMTET

A.B. KoBanes, ®efepanbHbil MCC/Ie[0BaTENbCKUN LIeHTP «KpacHOAPCKUIA Hay4YHbIN LieHTp CO PAH»

A.A. CyxoBonbCKMiA, CMbUpCKNI GeaepanbHbiil YHUBEPCUTET

BocnpuATre ®unBonmcr BoO MHOMOM OMNpeaenAeTCcA COLIMYMOM, ero HopMaMi, TpaauLImn-
AMW, YPOBHEM KOHDOPMU3Ma MM HOHKOHGOPMUM3Ma. ViAeanbHbIN NpUMep BAVAHWA CO-
LMyMa Ha BOCMPUATUE HUBOMMCK OaET HaM UCTOPWA MMNpeccnoHr3Ma. Ho are Korga
CO BPeMeHeM Tpaamumm o6LLecTBa, B KOTOPOM C MyKaMu POMKAASCA UMMPECCUOHM3M,
YLUMN, YU UMMPECCUOHW3M CTas TaKoM e KNACCUKOW, KaK UTaNbAHCKaA MMBOMUCH 3MOXM
Bbicokoro Bo3porkaeHusa, BO3HMKAET BOMPOC: MOYeMY Mbl cyMTaeM, 4to Knog MoHe —
reHuit, a Kakne-Hubyab Anbdpen Cucneit nnm bepta Mopnso — NnLb XYAOMHMKM BTO-
poro copTa? Y7o 3T0 — TOME Tpaamums, chopMnpoBaBLLIAACH B HalleM obLuecTBe, Un
e ecTb 06bEKTUBHAA Pa3HULIA MY KapTUHAMU 3TUX XYAOHKHNKOB?

CywecTBYIOT /M Kakue-To 06bEeKTUBHbIE MOKa3aTeNn, Mo3BOMALIME HAaM OLEHUTb
B LMdpax xyOoKecTBeHHble JOCTOMHCTBA KAapTWHBI? MOMKHO /M 06BACHUTL C Konuye-
CTBEHHOW TOYKM 3pEeHWA, MOYEMY Mbl CHUTAEM, HanpuMep, «YepHbIi KBagpaT» Kasumupa
ManeBw4a *n1BoMMCHIO, a He paboTol HeYMESoro 1 HarIoro ManApa — UK LY TKOW Ma-
cTepa (KoMy KaKk HpaBuTcA)?

06bl4HO, KOoraa MbITalTCA BBECTM KaKMe-TO KONMYeCTBEHHBIE MoKa3aTesu, UCMOoMb3yioT
Te UM UHble MaTeMaTmnyeckne Metofbl. [encTBMTeNbHO, CYLIECTBYET HECKOSIbKO TO-
YeK rnepeceyeHna HMBOMUCKM 1 MaTeMaTUKK: TeOpMA NepPCreKTMBLI, NpeacTaBeHme o
30/10TOM CeYeHUM B Teopumn KoMnosumumn [Payluenbax, 1980, 1986, 2001; Livio, 2002].
B HacToALlen paboTe paccMOTpeHa BO3MOMHOCTb WUCMOJMb30BaHMA MaTeMaTUYecKmnx
MOAX000B A1 OMNMCaHNA KOMOPUCTUYECKMX XapaKTePUCTUK KapTUH.
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MNocne Toro Kak 06LL|,€CTBO cornacmnnochk, 4To Heq)VIpraTVIBHaFI HMBOMNCb TOHE Mpo-
n3seneHne MCKyccTea, MOHHO He CBA3bIBaTb Ka4eCTBO KapTUHbI C VI306paH'(EHHbIM Ha
Hel CIoKeTOM (ec/IM OH TaM ecTb) U rOBOPUTDb, YTO niobasn KapTHa B KOHEYHOM c4eTe
npencrtasn[eT coboit COBOKYIHOCTb JIMHWIA Y MHOXKECTBO LiBETOBLIX U APKOCTHbLIX MATEH
M XOpoLlaA KapTHa OT/in4aeTCcA OT MI0X0M TEM, YTO 3TV NATHA Nno-pa3HOMY opraHun3o-
BaHbl B MPOCTPAHCTBE KapPTUHbI. Ho KaK oHn OpFaHl/I3OBaHbI?

XYOOMHMK, PUCYIOLLMIA KAPTUHY, B KOHEYHOM CHETE UMEeT B CBOEM PaCMOPAKEHNN OOMH
pecypc — CBOIO ManuTpy, TO ecTb HAabop LIBETOB, KOTOPbIE OH MOXKET HaHeCTU Ha Mpo-
CTPaHCTBO MosioTHa. Ecav 3To TaK, To 41A 0MMCaHUA KONIOPUCTUYECKOWU OpraHn3auum
KapTWHbl BO3MOXKHO MCMOJb30BaTh NPeACTaB/IeHNE O pacnpefeeHn 3Toro LiBeToBo-
rO MM APKOCTHOrO pecypca Ha niockocTu. CnedyeT NoHWMaTh, YTO LIBETOBLIE U Ap-
KOCTHbIe MATHa B OnpeaesieHHOM CMbIC/Ie KOHKYPUPYIOT Mexay coboii B MpoCTpaHCTBe
KapTWHbl — eCIN AEMUYPI-XYO0HHMK B TOUKY NOMOTHa € KoopanHaTamu (X, Y) HaHocuT
KpacHoe MATHO, TO Tya Y*e He HaHeceLlb CMHeE.

B Hawen paboTe Mbl MombITanMch MCMosb30BaTh NpeAcTaBieHe 0 pacrnpeneneHmm
pecypca Mexay KOHKYpeHTamu ONA OnvcaHWA opraH1M3aumn LiIBETOBOW U APKOCTHON
CTPYKTYPbl OTAENBbHOM KapTWHbL. 1A onucaHus cBo60AHOM KOHKYPEeHLMM LiBETOB 3a
HEKOTOPLIN OrpaHMYeHHbIN (B AaHHOM CrlyYae NMpoCTpaHCTBEHHLIN) pecypc byaem umc-
Mo/Ib30BaTh KACCUYECKYIo TeopWio CBOHOAHOIrO pacrnpedeneHns pecypca Mexay KoH-
KypeHTamu noboi npvpoabl. 3Ta Teopusa BedeT CBoe Hayano oT paboT Bunbdpeno
MapeTo [Pareto, 2007], KOToOpLIM MPUMEHWT ee AA ONMCAaHMA pacnpeaeneHnsa 4OX040B
Hacenenua, n k. K. LUmunda [Zipf, 1949], ncnonb3oBaBLuero ee A4nA onvcaHnsa pacnpe-
[OeNeHnaA C10B B HEKOTOPOM [OCTaTOYHO ASIMHHOM TEKCTE.

HauHeM c onpegenenuin. B umdppoBoM npeacTaBneHny nioban KapTMHa — 3TO MHOMe-
CTBO NMKCenen 3aaHHon Manomn nnowaan. Kaxgeli NMKces MOXHO XapaKTepu3oBaTh
ornpenesieHHbIM LIBETOM M APKOCTLI0. Toraa LIBETOBOWM KOMIOPUT KAapTWHbBI MOMHO byaeT
onmcaTh YMC/IOM MUKCeNen pasHbiX LBETOB B MIOCKOCTM KapTUHbI U BBIYUCIUTL QYHK-
LMo pacnpenenenHra 3TUX NuKcesner no APKOCTK 1 uBeTy. B npocTenweM cnyyae uBe-
TOBOW CMEKTP OT KpacHoro useTa (npuMepHo 760 HM) fo ¢unonetoBoro (okoso 400 HM)
MOYKHO pa3fennTb Ha HECKOSbKO KNaccoB W ornpeaennTs abCcomioTHOE U OTHOCUTESb-
HOE YMC/I0 MUKCeeN KaxOoro Knacca B MI0CKOCTH KapTuHbL. AHanornyHas npouenypa
BLIMOSHAETCA M AN1A NMoKa3aTesnen APKOCTX. Toraa KapTUHY MOXKHO onmcaTtb GyHKUMeEN
pacrpefeneHns UBeToB (0T KpacHoro Ao ¢roneToBoro — puc. 1) v aHanormyHom GyHK-
Lmew pacnpefeneHns no ApKocTu.

[lanee MOMHO paHHMPOBaTb BCE 3TV KAcChl, HAYMHAA C Kacca C CaMbiM 60/bLINM
YMCNIOM MUKCESIe, KOTOPOMY MPUCBOUM paHr 1, 1 3aKaH4YMBaA K1ACCOM C HAUMEHbLLIMM
YMCIIOM MMKCenen — eMy byaeT npucsoeH paxr 10. Cnedylowmi War — NocTpoeHue 3a-
BMCMMOCTM OTHOCKTE/IbHOIO 3HAYEeHMA NMKCENEN B K/1acce OT paHra Knacca, 370 M ecTb
paHroBoe pacrnpefeneHue.
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Puc. 1. TunuuHbIi BUA pacnpefeneHna KapTuHbl Mo UBeTy

PaHroBoe pacnpegeneHne 0THOCUTESIBHOrO 06WMA NMKCeNeln pasHbIX LBeToB byaem
onvcbiBaTb € noMolblo ypasHenvA Linnda — MNapeTto B AByx ¢opmax: KnaccnyecKon
dopme ZPEq (A) 1 B dopme ZPMEq (B), npeanormeHHoin beHya Mangensbpotom (Man-
delbrot, 1965).

p(i) = iA* (ZPEq) p(i) = A(i + B)"® (ZPMEQ),

rhei— paHr knacca, p(i) — gonAa nuKcenen i-ro knacca, A, b 1 B — cBoboaHble napaMeTpbl
YPaBHEHMN.

[inA nepBoro ypaBHeHWA 3aBUCUMOCTb Me .y OTHOCUTENbHEIM 06unveM p(i) NuKcenen
OTAEeNbHOro LUBETOBOIMO Klacca W paHroM i Knacca byaet npeAcTaBnATL Cobo NpsaMyo
B OBOVIHbIX orapudmMmyeckmnx koopamHatax (Ini— n p(i)) (puc. 2A). Bo BTopoM criyyae
3Ta 3aBMCMMOCTb byaeT npAMor B KoopanHatax (In p(i) — i) (puc. 2b).

TakuM 06pa3oM, Mbl MepeBenv LIBETOBYIO M APKOCTHYIO CTRYKTYPY KapTWHbl B LUMPLI
1 BBESIM TPW MoKasaTena Ass onvMcaHnA 3ToM CTPYKTYpPbl — Yol HaKkoHa, CBOBOAHbIN
YneH U KoaGOUUMEHT AeTepMUMHaLMX 2, MOKa3bIBaIOLLWIA, HACKOMbKO pacnpeaeneHune
LBETOB MNOJYMHAETCA YpaBHEHMIO CBOBOAHON KOHKYpeHLMW. YeM brine 3HadeHne R?
K 1, TeM ToYHee M3yYaemoe pacnpefeneHne OnMcLIBAeTCA MOAESbio CBOBOOHON KOH-
KypeHLMM.

MonpobyeM B3ATb KAPTWHBI OHOMO XYAOMHMKA M MOCMOTPETL, KaK C TOYKM 3peHus
npencTaBneHnin o CBO6OAHON KOHKYPEHLIMM LIBETOB OpraHn30BaHbl ero KapTuHbL. B Ka-
YyecTBe MpMMepa Mbl Bbibpanu KapTuHbl B. Ban lora. TMpuunH ToMy, YTo Mbl Bbibpanm
MMeHHO ero, — ABe. Bo-nepBbix, aBTOpbI NI06AT €ro KapTUHLI, 1, BO-BTOPLIX, YTO camoe
rnaBHoe, KOpoTKaA TBop4YecKasn buorpadus BaH [ora no3BonseT Nerko pasinyunTs pas-
Hble Mepuoabl ero TBOpYecTBa M NonpoboBaTh NpPociedMTb 3a LMGPOBOI 3BOSTOLMEN
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Inp(i) =0.2723 - 0.18i
Rank i R?=0.976

portion of color groups

Portion of pixels

Rank i

A )

Puc. 2. TeopeTuyeckana dopMa paHroBoro pacrnpefeneHna onen nMKcenen pasHoro UBeTa
Ha KapTuHe (A - ZPEg; b - ypaBHeHne ZPMEQ)

Puc. 3. B. BaH lor. «[nsax B LLleBeHWHreHe B xonoaHyio norody». 1883

CTUAA XyO0XHMKa. Ha pyc. 3 nokasaHa KapTuHa BaH lora «nax B LLieBeHWHreHe B X0-
NOAHYI0 Norofdy», HanucaHHaa B 1883 roay.

OyHKUMA pacripeferieHna UBETOB Ha 3TOM KapTuHe MpuBedeHa Ha puc. 4, a paHrosoe
pacrpefesieHne LUBETOB — Ha puc. 5.
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Puc. 4. OyHKUMA pacnpedeneHna LBETOB Ha KapTuHe «[nAx B LLieBeHWHreHe
B XO/I04HYI0 moroay»
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Pwc. 5. PaHroBoe pacnpeaeneHue LiBETOB Ha KapTUHe
«Mnax B LUeBMHMHreHe B Xono4Hylo noroay»

KaK BMOHO 13 puc. 5, XyOOMHWK UCMONb3yeT B KapTuUHe LiBeTa TOMIbKO M3 NATU Kiac-
COB (MMKCeNM ocTanbHbIX MATW KIAccoB LBeTa NPUCYTCTBYIOT Ha KapTuUHe B BUAE CBO-
eobpasHoro «LwyMav), 1 pacrnpeneneHne nNuKcenelt 3TX LBETOB He C/LLKOM XOpOLUO
cornacyetcA c ZPEg.

Mpowno Bcero cemb e, 1 Ban lor Hanmcan apyryio KapTuHy — «one NweHmLbl BECHOM
Ha pacceeTe» (puc. 6).

PaHroBoe pacrnpefeneHvie UBETOB Ha 3Tol KapTuHe NpueedeHo Ha puc. 7.

Kak BmaHo, uBeToBan nannTpa Ha 3TOM KapTnHe CyLlleCTBeHHO Wnpe, 4eM Ha paHHEIZ
pa60Te XYOOXHUKa (MnKcenn Bcero Tpex KJlacCoB BCTPe4YatTCA Ha Hel B BUae «|_|_|yMa»),
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Puc. 6. B. Ban lor. «[Mone nweHnubl BecHow Ha pacceeTex. 1830
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Puc. 7. PaHrosoe pacnpefeneHue LBeToB Ha KapTuHe B. BaH [ora
«[one nieHWLbl BECHOM Ha paccBeTe»
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Puc. 8. iameHeruna cTvna kapTuH B. BaH lora B uMdposom npeacTasneHnm

a paHrosoe pacripefenieHve 1UCrnosb30BaHHbIX LIBETOB NMpakTuyeckn TouHo (R2 = 0.97)
cooTtBeTcTBYET ZPEQ.

lpaduK Ha puc. 8 B MpoCTpaHCTBe NapaMeTpoB yPaBHEHWI paHrOBOr0 pacrnpeneneHuns
AnA KapTuH Ban lora paHHero (1880-1883 rr) 1 no3aHero (1889-1890 rr.) nepuonos
OTparkaeT CTUNCTUYECKME M3MEHEHWA B TBOPYECTBE XYO0HHMKA.

Tak1M 06pa3oM, MOHKHO FOBOPUTb, YTO «M03AHWIA» BaH [or npuwen K opraHmMsaumnm use-
TOBOIO NMPOCTPaHCTBa CBOMX KApTWUH B COOTBETCTBWM C NMPUHLUMMaMM CBOBOAHON KOHKY-
peHUMM LUBETOB Ha Hel. AHanornyHele pacyeTbl MOMHO BbIMONHUTL W AN1A XapaKkTepu-
CTWK APKOCTM KapTuH BaH ora.

p@E)=0.417i-127
R2=0984

0.1

Pat of picsds

Rank ofcoloration group

A )

Puc. 9. . Monnok ING 24_681 (A) n paHroBoe pacnpeneneHve 3To KapTuHbl No ApKocTr (B)
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Puc. 11. PaHroBoe pacnpeenexue nukcene KaptuHel In Jerusalem no ApkocTm

NTak, «durypatmBHbIii» BaH Mor cTpyKTypupoBaH. Ho cTpyKTypupoBaHa v abcTpakT-
Has *uBonuck? Ha puc. 9 nokasaHa kapTuHa k. Monnoka ING 24_681 (A) n paHrosoe
pacrpefenieHne 3ToM KapTuHbl Mo ApkocTy (B).

MoxHO yTBepOaTh (CM. prc 9), YTO KaPTWHbBI KNACCMKOB abCTpaKLUMOHM3Ma opraHu-
30BaHbl He B MeHbLLIe Mepe, YeM KapTUHbI NpedcTaBUTeNelt GUrypanbHON MUBOMMCK.

Ho 4To MOXKHO CKa3aTb 06 ypoBHe OpraHn3aLmMn KapTWH NiobUTenen Uim Tex, KTo TOSbKO
YUUTCA HmnBonmcK? s oTBeTa Ha 3TOT BOMPOC Mbl Bbibpanv HeCKO/IbKO KapTuH AeTel,
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Puc. 12. Odry Soroker. Landscape
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Puc. 13. PaHroBoe pacnpefeneHue nuKceneit no spkocTty B pabote Odry Soroker Landscape

0byyaloLLIMXCA B XyAoKecTBeHHOM cTyamn B Kpap-Cabe — ropoae B65m3n Tenb-ABvBa
(aBTopbl 6naroaapAT pykoBoaMTens ctyaun Haato N'yamaH 3a npedocTaBieHHble Lnd-
POBbIE PEMPOAYKLIMM KApTWH €€ YUYEHUKOB). 3TO M3BECTHAA CTyauWs, €€ YYEHUKM Moy4n-
NV 605IbLLIOE KONMYECTBO PasHbIX Harpad v NPU30B Ha U3PanIbCKUX U MewayHapOAHbIX
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Puc. 14. K. ManeBuuy. «MepHbin cynpemMaTtuyeckinin kBagpat». 1915
(BapwuaHT, xpaHawminca B TpeTbAKOBCKOM ranepee)
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Puc. 15. PaHroBoe pacnpefeneHvie nuKcenen No APKOCTY B KapTUHe «YepHbii KBagpaT»

BbICTaBKaX OeTCKOro pnMcyHKa, Ho BCE *Ke 3T0 JeTw, KOTOPble TOJIbKO y4aTCA pMcoBaThb.
KaK e OpraHM3oBaHbl LiBeTa N APKOCTb LIBETOB B KAPTUHAX neten?

Ha puc. 10. npmBeneHa pabota Julia Timochovitch (11 neT) In Jerusalem, a Ha puc. 11 -
paHrosoe pacrpefesieHre NMKCenen 3To KapTuHbI Mo APKOCTW.

Kak BngHo, cornacune ¢ ZPMEQ He C/IMLLKOM XOpoLLee, AarKe XyHe, YeM Y «paHHero» BaH
rora. KoaodpmumeHT b = 0.20 o4eHb Mas, 4To roBOpUT 06 0TCYTCTBUM APKOCTHBIX aKLIeH-
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Puc. 16. «HepHblii KBagpaT» NpY pasHOM COOTHOLLIEHMM 6a30BLIX LIBETOB — YepHOro 1 6esoro.
CneBa — «YepHbIi KBaapaT» TPETbAKOBCKOW ranepeu, B LIEHTPE 1 CnpaBa — BapuaHTbl
C OT/IMYHBIM COOTHOLLIEHNEM HA30BbIX LIBETOB

TOBB pa60Te: MUKCeNn pasHbIX KJ1aCCOB MO APKOCTM BCTpe4YatoTCA NpUMepPHO 0MHAaK0BO
4acTo.

CyllecTBeHHO BMiKe K TeopeTMYeCKOMY pacrnpeaesieHne Mo Kaccam ApKoCcTY B paboTe
Odry Soroker (8 net!) Landscape (puc. 12 1 13).

OOHaKo Y1CI0 NCNOMb30BaHHbIX JEBOYKOM K/1AcCoB APKOCTM BeCbMa Malno (BCeronATh).
Y70 genaTtb — oHa eLle YYUNTCA.

M, HaKoHeL, NepenaeM K «MepHoMy KBagpaTy». Kak Bbl BUOWTe Ha puc. 14 1 15, aHanms
MoKa3blBaeT, YTO «YepHbIM KBagpaT» OpraHM30BaH HUYYTh He XYye KapTuH BaH lora,
M C HaLen LMPpoBON TOUKM 3peHnA ManeBny OenCcTBUTEIbHO XYAOMHMK, @ He ManAap.

KaK 13BecTHO, B HayKe CyLLecTByeT ABa crocoba M3y4eHna ee 06 beKTOB — HabniogeHne
1 3KCNepuMeHT. Art science — HayKa, GOKyCcMpYIoLLIAACA Ha Hab o AeHNAX XYO0KeCTBEH-
HbIX 06 beKTOB. []pyr1e HayKu, HanpuMep coBpeMeHHan G1smnKa, HanpoTMB, 6asnpyloTcH
Ha 3KcnepuMeHTax. OQHaKo NpeasoeHHbIN B HacToALLel paboTe NOAX04 K OMMUCaHMIo
XY[O¥eCTBeHHbIX 06EKTOB MO3BONAET OT HAbI0AEHWA MEPENTIN K SKCMEPUMEHTY. IKC-
nepuMeHT Bceraa — 3T0 OTBET Ha KaKme-To 3a[aHHble BoMpockl. M NpoBoaA aKcnepu-
MEHT C TaKkMM CTPYKTYPHO MPOCTHIM XYOOMECTBEHHBIM 06 bEKTOM, KaK «YepHblil KBa-
[OpaT», MOHO MomMbITaTbCA 3a4aTb BOMPOCHI, Ha KOTOPbIe TPYAHO OTBETUTb, aHaIM3Mpys
6osiee CIOMHbLIE KapTuHbLI Toro e BaH lora. CnpockM: coxpaHnnack bbl opraHn3aums
«YepHoro KBagpaTtar, eciv bel Mexdy 6enbiM1 NMoNAMN U YepHbLIM KBaapaToM bbi10 Obl
MHOE COOTHOLLIEHWe noLaaen (puc. 16)?

KaKol e 13 3TMX «4epHbIX KBaApaToB» — AeNCTBUTENbHO KapTnHa? OTBET MOXHO BU-
netb B 1abn. 1.



Tabnuua 1
XapaKTepuCTUKU paHroBoro pacnpegesieHUs KapTuHbl «YepHbIi KBagpaT»
npu pa3nnyHbIX ee TpaHCchopMaLUAX

CooTHOLLIeHVE MMoLLaAei KBadpaTa u MapaMeTpbl paHroBoro pacrpeaesneHus
6enbix Mosel BoKpyr Hero Tun ypasHermA a b R2

OpvirnHan: 1.56 ZPMEq 0.05 -0.67 0.975

0.2 ZPMEq -0.43 -0.78 0.950

05 ZPMEq -0.09 -0.73 0.977

1 ZPMEq 0.03 -0.69 0.980

2 ZPMEq 0.04 -0.65 0.968

3 ZPMEq 0.001 -0.63 0.950

Kak B1uaHo 13 Tabn. 1, COOTHOLEHWE Meray NiolaafaMmn YepHoro KBagpata u 6esbix
nosien, Npy KOTOPOM KapTWHa B LIeSIOM OMMCLIBAETCA YPaBHEHMEM CBOBOAHOM KOHKY-
PeHUMM B HEKOTOPOM [MarasoHe 3HayYeHWl, 6IM3KMX K TOMY 3HaYeHMIo, KOTOpPoe Bbl-
6pan ManeBud, BeinosHAeTCA. [nA M306parKeHnin ¢ CUIbHO YMeHblUeHHbIM (0.2) 1nu
yBeMYeHHbIM (3) COOTHOLLIEHMEM NyIoLLadel KBaapaTa 1 6esbix NMosein BOKPY Hero Ko-
3ddMUMEHT feTepMrHaumMM R? cyLLeCcTBEHHO YMEHbLIAETCH — M300parKeHue yKe He TaK
XOpOLLIO YOOBeTBOPAET 3aKoHy Liunda — MapeTo — MaHgenbbpoTa. MNpeactasnsaeTcs,
4TOo BpAA N1 Manesuy 3Han o 3akoHe Linda - MapeTo, Ho He3HaHWe 3TOro 3aKoHa He
03Ha4aeT, YTo MacTep (MHTYUTUBHO) ero He cobsiogan. Bee e — MACTEP.

Ewle ognH Bonpoc: a YTo npor3onaeT, ecnv Kaky-H1ubyaob KapTUHY paspesaTb Ha [Be
4YacTW M PacCMOTPETb OTAE/BHO LBETOBYIO M APKOCTHYIO OpraHM3aLmMio Karkaon YacTu?
CoxpaHuTCA N Noc/ie TAKOr0 akTa BaH4anM3Ma opraHn3auma YacTen KapTuHbl? A MoxK-
HO N1 MonMbITaTbCA 3apaboTaTb, paspe3an KapTWHbI abCTPAKUMOHUCTOB M NpoaaBas Ux
Mo YacTam?

Ha puc. 17 nokaszaHa KapTuHa B. KaHgMHCKoro «ManeHbKWiM COH B KpacHOM»,
a Ha puc. 18 — paHroBoe pacnpefesnieHne No APKOCTM ANA 3TON KapTUHbI.

MNpoBefeM MPoCTOol 3KCMepUMEHT: MonpobyeM pa3pesaTts KapTuHy B. KaHauHcKoro Ha
[Be MOI0BMHKM Mo BepTuKanm (puc. 19) 1 BLIMUCIUTL PaHroBble pacnpeaeneHns rno ap-
KOCTM ONnA 3TMx nonosumH (puc. 20).

Kak B1OHO 13 conocTaBIeHnA paHroBoro pacnpefeneHna Ha puc. 18 ¢ paHroBbIMK pac-
npegeneHuAaMn Ha puc. 20, pacnpegeneHne No APKOCTM ANA eBON 1M MPaBon YacTemn
KapTUHBI XY¥e cornacyeTcA C TeOpeTUYeCKon MoLesblo PaHroBOro pacrnpefeneHua no
APKoCTWM AnA BCEN KapTWHbI. TaK 4To CMbICNa paspe3aTb KapTUHYy HeT — NOJIOBUHKN He
npeacTaBuLLb KaKk ABa Leaespa.
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Portion of pixsels

Puc. 17. B. KaHOWHCKMIA. «ManeHbKMin CoH B KpacHoM». 1925
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Puc. 18. PaHroBoe pacnpeenere nNnMKcene no APKOCTN KapTUHBbI
«ManeHbKN1 COH B KPaCHOM»
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Puc. 20. PaHrosble pacnpeaeneHuns no APKOCTM KapTuHbI B. KanamHCcKoro «<ManeHbKmi coH
B KpacHOM»; L — paHroBoe pacnpefeneHune rno APKOCTU ANA NEBO HYaCTU KApTUHbI;
R — paHroBoe pacnpegerneHvie no APKOCTM ANA NPaBo YacTW KApTHHBI
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KoHeuHo, npobneMa aHanmsa opraH13aLm HMUBOMMCHOI O NMOSIOTHA He CBOAMTCA K aHa-
N3y MHTErpanbHOro pacnpeneneHva LBeToB. be3ycnoBHO, HYKHO NPUHMMATL BO BHU-
MaHWe 1 pacnpefesnieHne Karkaoro UBeTa BHYTPU MPOCTPaHCTBa KapTUHbI, U Koppess-
LMI0 Pa3/IYHbIX LIBETOB B 3TOM NPOCTPAHCTBE, 1 GOpMY NIMHMI (0 YeM Mbl He FOBOPUIN
COBEpLUEHHO).
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